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Abstract

Real-time Simulation of Physically Realistic Global Deformations

by

Yan Zhuang

Doctor of Philosophy in Computer Science

University of California at Berkeley

Professor John Canny, Chair

In this thesis, we model and simulate large global deformations of linear viscous materials. Furthermore, we simulate the dynamic behaviors of such deformations using finite element methods (FEM).

Real-time simulation and animation of global deformation of 3D objects, using the finite element method, is difficult due to the following 3 fundamental problems: (1) The linear elastic model is inappropriate for simulating large motions and large deformations (unacceptable distortion will occur); (2) The time step for dynamic integration has to be drastically reduced to simulate collisions, if the traditional penalty methods are applied; (3) The size of the problem (the number of elements in the FEM mesh) is in $n$ magnitude larger than that of a 2D problem.

In this thesis, we counter these 3 difficulties as following: (1) using quadratic
strain instead of the popular linear strain to simulate arbitrarily large motions and
global deformations of a 3D object; (2) applying an efficient collision constraint to a
decoupled system, which makes an integration step for collision as cheap as a regular
dynamic integration step; (3) using a graded mesh instead of a uniform mesh, which
reduces the asymptotic complexity of a 3D problem to that of a 2D problem.

In order to preserve some of the subtle material properties such as viscous elasticity, we also present an alternative real-time solution without compromising the mass matrix in the FEM system. Instead of decoupling the system by diagonalizing the mass and damping matrix, we preprocess the system using modified nested dissection, which improves the sparsity of the system.

In this thesis, we also present how we can apply the same FEM model to simulate haptic feedback to a human operation in the virtual environment.
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Chapter 1

Introduction

Physically realistic modeling and manipulation of deformable objects has been the bottleneck of many applications, such as human tissue modeling, character animation, surgical simulation, etc. Among the potential applications, a virtual surgical training system is the most demanding for real-time performance because of the requirement of real-time interaction with virtual human tissue.

So far real-time simulation and animation of deformation has only been achieved in two special cases: 2D problems such as cloth simulation [4], and small or local deformations for 3D objects [7, 24, 27, 18].

In this thesis, instead of focusing on one particular application, we address the bottleneck problem of real-time simulation of physically realistic large global deformations of 3D objects. By global deformation, we mean deformations, such as large twisting or bending of an object (figure (2.3) and (2.4)), which involve the entire
body, in contrast to poking and squeezing, which involve a relatively small region of the deformable object. Large global deformations are essential for applications such as surgical simulation, in which tissue will often be folded.

In contrast to most graphics research, we demand accuracy in addition to visually satisfactory rendering. This makes finite element method (FEM) a better choice than the popular mass-spring model often used by the graphics community, because the finite element method is much more mathematically rigorous than a mass-spring model. In particular we apply the geometrically nonlinear finite element method (FEM) to model large global deformations.

Finite element methods usually lead to a large system of differential equations. It is difficult and challenging to solve such a system in real-time. In this thesis, different approaches are explored and discussed.

Collision is always a bottleneck in real-time dynamic simulation. The existing collision handling methods lead to dramatic slow down of the simulation when collision occurs. Simulating deformable object collisions using a penalty method [39] requires tiny time steps to generate visually satisfactory animations. A general impulse collision [3] is considered more efficient and accurate but still requires more computational power than collision-free dynamics. In this thesis, we present an extremely simple and efficient collision time integration scheme, which makes the time integration of collision dynamics as cheap as that of collision-free dynamics.

We observe that simulation of 3D deformation is at least one order of magnitude
more difficult than a similar 2D problem because the size of the problem (the number of elements in its mesh) is one order of magnitude higher. By *one order of magnitude*, we mean that the size of a 3D finite element mesh is $O(n)$ larger than that of a 2D finite element mesh, where $n$ is the number of elements in each principle direction. In order to counter this problem we propose a *graded* mesh that reduces the complexity of the 3D problem by one order of magnitude asymptotically.

In this thesis, we also present how to apply the FEM model to provide haptic feedback to the human operator.

### 1.1 Related Works

Our work of modeling and simulating a deformable object falls into the realm of physically based modeling. Witkin *et al* [44] summarizes the methods and principles of physically based modeling, which has emerged as an important new approach to computer animation and computer graphics modeling.

In general, there are several different approaches to modeling deformable objects: mass-spring models, finite element methods, finite difference methods, and boundary element methods. Gibson and Mirtich [14] gives a comprehensive review on mass-spring models and finite element methods.

The mass spring model has had good success in creating visually satisfactory animations. Waters [42] uses a spring model to create a realistic 3D facial expression. Provot *et al* [29] describes a 2D model for animating cloth, using double cross springs.
Promayon et al [28] presents a mass-spring model of 3D deformable objects and develops some control techniques.

Despite the success in some animation applications, the mass spring models do not model the underlying physics accurately, which makes them unsuitable for simulations that require more accuracy. The structure of the mass spring is often application dependent and hard to interpret. The animation results often vary dramatically with different spring structures. The distribution of the mass to nodes is somewhat (if not completely) arbitrary. Despite its inaccuracy, it does not have visual distortion and it is computationally cheap to integrate over time because the system is, by its very nature, a set of independent algebraic equations, which requires no matrix inversions to solve.

As an alternative, finite element methods (FEM) model the continuum much more accurately and their underlying mathematics are well studied and developed. Finite element methods approximate the complex geometry and deformations by piecewise simple functions, such as low order polynomials. Due to the accuracy and mathematical rigorousness, FEM is a better choice for applications such as surgical simulations.

Another similar method is the finite difference method, which is less accurate and simpler. Indeed a linear finite difference method over a uniform mesh is just a special case of FEM. Both finite element methods and finite difference methods provide approximate solutions to differential equations. The difference lies where the approx-
imation occurs. Finite element methods approximate the solution using piecewise smooth functions such as low order polynomials, while using the exact differential operators. Finite difference methods approximate the differential operators themselves by difference operators. Usually finite difference methods require meshes over regular grids.


Boundary element methods (BEM) have the advantage of solving a smaller system because they only deal with degrees of freedom on the surface of the model. However, it is usually more expensive to solve such a system than an FEM system, because the matrices derived in boundary element methods are dense, while the matrices derived by FEM are sparse. The asymptotic bounds for solving a system derived from boundary element method and that from FEM are both $O(n^3)$, where $n$ is the number of nodes in each principle direction. However it is, in practice, computationally cheaper
to solve an FEM system because of its sparsity. Besides the numerical disadvantages, it is difficult to apply boundary element methods to model non-homogeneous material and materials with internal state. This makes boundary element methods inappropriate for tissue modeling because tissues are not necessarily homogeneous materials. James and Pai [18] model real-time quasi-static local deformations using the boundary element method (BEM). The deformations are simulated with a locally linear model. The real-time performance achieved by [18] requires the assumption that the types of boundary condition changes at a very small region. The solution update takes \( O(s^3 + n^2s) \) time, where \( n \) is the number of nodes in each principle direction and \( s \) is the number of nodes on which the boundary condition changes types. In the worst case, its complexity is \( O(n^6) \).

Our work described in this thesis differs from the previous work by either one or all of the following: (1) we simulate large global deformations instead of small local deformations; (2) we simulate the dynamic behavior of soft objects rather than the static deformation. Also instead of using a uniform mesh as all the related works have done, we use a graded mesh to reduce the complexity of the model.

1.2 Thesis Outline

In chapter 2, we present the background work on theory of elasticity and finite element methods. In this chapter, the nonlinear system of differential equations that model the dynamic behavior of global deformations of linear viscous material are
derived.

In chapter 3, we present the *real-time* numerical solution that solves the system derived in chapter 2. In particular, in chapter 3.1.1, we discuss how to decouple the system such that we can apply an explicit integration algorithm. Chapter 3.2 is dedicated to real-time collision handling. In chapter 3.3, we introduce the concept of graded meshes and discuss its favorable properties in terms of both complexity and numerical accuracy. Part of the material in this chapter is published by Zhuang and Canny in [46].

In chapter 4, we present the modified nested dissection that solve the FEM system in real-time without compromising the mass property as in chapter 3.1.1. We also present comparisons of our algorithm versus several related algorithms, such as minimal degree algorithm and graph partition algorithm on the connectivity graph. The comparison shows that the original geometry of finite element mesh itself provides better heuristics than the corresponding connectivity graph. This chapter is based on published work by Zhuang and Canny [48].

Chapter 5 is relatively independent from the rest of the thesis. It applies the same FEM model to simulate the haptic feedback when a human operator interacts with a virtual deformable object in a virtual environment. The material in this chapter is published by Zhuang and Canny in [47].

Finally, we summarize the thesis and discuss the future directions of our research in chapter 6.
Chapter 2

Finite Element Formulation of Dynamic Global Deformations

In this chapter, we discuss how we model the global deformation using geometrically nonlinear finite element methods. First, we will briefly introduce the fundamental concepts in continuum mechanics. Then we will derive the finite element formulation of deformations using virtual work principle. This chapter also serves as a quick tutorial to finite element method. For those who are interested in more details on this subject, we would like to refer them to [10, 15, 30, 50].

2.1 Traction, Stress and Strain

In this section, we introduces the fundamental concepts for the description and measurement of the state of deformations.
Given a deformable body (Figure 2.1), consider a small area $\Delta A_n$ on the surface of or within the body, which has an orientation specified by unit normal vector $\hat{n}$. Let $\Delta F_n$ and $\Delta M_n$ be the resultant force vector and moment vector, respectively, exerted on oriented area $\Delta A_n$. We seek the intensity of the resultants on the oriented area element $\Delta A_n$ by taking the limit as following:

\[
\lim_{\Delta A_n \to 0} \frac{\Delta F_n}{\Delta A_n} = \frac{dF_n}{dA_n} = T_n
\]  

(2.1)

\[
\lim_{\Delta A_n \to 0} \frac{\Delta M_n}{\Delta A_n} = \frac{dM_n}{dA_n} = C_n
\]  

(2.2)
Figure 2.2: Components of stress.

$T_n$ is the stress vector or traction, $C_n$ is the couple-stress vector. The elementary theory of elasticity proceeds on the assumption that $C_n = 0$, while the traction $T_n$ represents the stress intensity at the point for the particular area element of orientation specified by unit normal vector $\hat{n}$. A complete description of the stress at the point requires the traction for all directions. Fortunately this problem can be solved by traction in principle directions.

Given a point $(x_1, x_2, x_3)$\(^1\) in the deformable body, consider an infinitesimal cube centered at this point. Figure 2.2 shows the 3 tractions $T_i$, $i = 1, 2, 3$, on the faces with surface normal vectors along the principle directions. Each such traction $T_i$ has components along the principle axis. The 9 stress components (each a scale value)

\(^1\)In this thesis, we will use $(x, y, z)$ and $(x_1, x_2, x_3)$ interchangably.
shown in figure 2.2 form a second order tensor $P$ as follows:

$$ P = \begin{pmatrix} \sigma_{11} & \sigma_{12} & \sigma_{13} \\ \sigma_{21} & \sigma_{22} & \sigma_{23} \\ \sigma_{31} & \sigma_{32} & \sigma_{33} \end{pmatrix} $$ (2.3)

This tensor $P$ uniquely defines the state of stress at point $(x_1, x_2, x_3)$. Given an area element of surface normal $\hat{n}$, the corresponding traction is given by $P^T \hat{n}$.

Stress tensor $P$ gives a complete description of the internal force intensity at a given point. Similarly, a strain tensor at a point gives a complete description of the state of deformation at that point. The strain tensor is also second order tensor as following:

$$ \begin{pmatrix} \epsilon_{11} & \epsilon_{12} & \epsilon_{13} \\ \epsilon_{21} & \epsilon_{22} & \epsilon_{23} \\ \epsilon_{31} & \epsilon_{32} & \epsilon_{33} \end{pmatrix} $$ (2.4)

Using the equilibrium condition of zero moment at point $(x_1, x_2, x_3)$ and shrinking the cube to zero-volume, one can easily derive the following:

$$ \sigma_{ij} = \sigma_{ji} $$ (2.5)

It requires more complicated mathematical treatment to establish the symmetry of strain tensor ([10]). Here we simply state this fact without the mathematical derivation:
\[ \epsilon_{ij} = \epsilon_{ji} \]  

Due to the symmetry, there are only 6 independent variables in the stress tensor and the strain tensor. In the rest of this thesis, we will simply use the vector representation for stress and strain, instead of their tensor representation. The vector representation of stress is:

\[
\sigma = \begin{bmatrix}
\sigma_x \\
\sigma_y \\
\sigma_z \\
\tau_{yz} \\
\tau_{zx} \\
\tau_{xy}
\end{bmatrix}
\]

(2.7)

where \( \sigma_x = \sigma_{11} \), \( \sigma_y = \sigma_{22} \), \( \sigma_z = \sigma_{33} \), \( \tau_{yz} = \sigma_{23} = \sigma_{32} \), \( \tau_{zx} = \sigma_{31} = \sigma_{13} \), and \( \tau_{xy} = \sigma_{12} = \sigma_{21} \). The first 3 components are called *normal stresses*, the other 3 are called *shear stresses*.

The vector representation of strain is:
\[
\epsilon = \begin{pmatrix}
\epsilon_x \\
\epsilon_y \\
\epsilon_z \\
\gamma_{yz} \\
\gamma_{zx} \\
\gamma_{xy}
\end{pmatrix}
\]

(2.8)

Given the point-wise displacement \((u, v, w)\) of the deformable body, the strain is given as following:

\[
\epsilon_x = \frac{\partial u}{\partial x} + \frac{1}{2} \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial w}{\partial x} \right)^2 \right]
\]

(2.9)

\[
\gamma_{xy} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \left[ \frac{\partial u}{\partial x} \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \frac{\partial v}{\partial y} + \frac{\partial w}{\partial x} \frac{\partial w}{\partial y} \right]
\]

(2.10)

The other 4 terms of the strain vector is defined similarly. If the motion of the deformable body is small, the second order term can be neglected. This leads to the linear strain approximation for small motion (deformation), which have the following forms:

\[
\epsilon_x = \frac{\partial u}{\partial x}
\]

(2.11)

\[
\gamma_{xy} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}
\]

(2.12)
A more mathematically complete development of traction, stress and strain can be found in [10].

2.2 Linear Strain and Nonlinear Strain

Figure 2.3: The left image shows a beam at its initial configuration with a fixed left end and a free right end. The middle image shows the distorted deformation under gravity, using linear strain. The right image shows the undistorted deformation, under the same gravitational force, using quadratic strain (equation (2.9) and (2.10)).

In this thesis, we focus on large global deformations. By global deformations, we mean deformations that are large and involve the entire body, such as high amplitude bending and twisting (figure 2.3 and 2.4). These types of deformations are essential to surgical simulations. For example, in a surgical simulation, it is essential to simulate how tissue folds. Although we are not building a surgical simulator, this thesis is meant to establish the fundamental framework for modeling tissues. Therefore we would like to choose a modeling paradigm that can handle large global deformations.

To our best knowledge the published research ([27, 5, 20, 7]) assume small deformations in their virtual environment. The most simulated deformations are those
Figure 2.4: The bottom of the object is fixed and its top is twisted. The top in the left image is distorted (expanded bigger) because it is simulated using linear elasticity. The right image shows that the same distortion does not occur with nonlinear elasticity.

caused by squeezing and poking at a relatively small surface region. The small deformation assumption leads to the often used linear elasticity model, which is based on the linear strain approximation (2.11) and (2.12).

For large global deformations, the linear strain is not appropriate because it does not model large motions exactly. The linear strain is derived from the assumption of small motion. Recall that the exact strain defined in (2.9) and (2.10) are derived without the assumption of small motions. Therefore it mathematically applies to any large motion and deformation.

To further illustrate the difference between the exact strain and the linear strain, let us examine an artificial motion of a deformable object Ω in details. For the sake of illustration, assume that we subject the object Ω to an arbitrary rotation R. Furthermore, we assume that the object Ω is originally undeformed and remains
undeformed after this rotation. Any reasonable model should be able to handle such a “rigid” body rotation exactly. In terms of strain, an appropriate model should be able to give zero strain in such a rotation, because there is no deformation after a pure rotation.

After the rotation of $\Omega$, every point in the $\Omega$ has a displacement. Let $(x, y, z)$ be an arbitrary point in the deformable body $\Omega$. The pointwise displacement of $\Omega$ is:

$$
\begin{pmatrix}
  u \\
  v \\
  w
\end{pmatrix}
= R
\begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix}
- 
\begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix}
= 
\begin{pmatrix}
  r_{11} - 1 & r_{12} & r_{13} \\
  r_{21} & r_{22} - 1 & r_{23} \\
  r_{31} & r_{32} & r_{33} - 1
\end{pmatrix}
\begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix}
$$

(2.13)

If we apply the linear strain (2.11) to this displacement field of $\Omega$, we have

$$
\epsilon_x = r_{11} - 1 \neq 0
$$

(2.14)

$$
\gamma_{xy} = r_{12} + r_{12} \neq 0
$$

However this is apparently problematic. The undeformed body is still undeformed after a rigid body rotation, therefore the strain should be zero regardless how large the rotation is. If we apply such a linear strain to model large deformations, unacceptable distortions will occur. (figure 2.3 and 2.4). This artificial non-zero strain introduces artificial non-zero stress. The deformable body has to deform distortionally to counter balance such artificial stress.

Now let us exam the quadratic exact strain given by (2.9) and (2.10). If we apply
(2.9) and (2.10), we have

\[
\epsilon_x = (r_{11} - 1) + \frac{1}{2}[(r_{11} - 1)^2 + r_{21}^2 + r_{31}^2]
\]
\[
= r_{11} - 1 + \frac{1}{2}[r_{11}^2 - 2r_{11} + 1 + r_{21}^2 + r_{31}^2]
\]
\[
= r_{11} - 1 + \frac{1}{2}[2 - 2r_{11}]
\]
\[
= 0
\] (2.15)

\[
\gamma_{xy} = r_{12} + r_{21} + [(r_{11} - 1)r_{12} + r_{21}(r_{22} - 1) + r_{31}r_{32}]
\]
\[
= r_{11}r_{12} + r_{21}r_{22} + r_{31}r_{32}
\]
\[
= 0 \quad (Orthonormality)
\]

Other 4 terms of the exact strain can be verified similarly. This shows that the exact strain can handle arbitrarily large deformations and motions of deformable body. Because large motions and deformations are essential in character animation and surgical simulation, we choose to model global deformations using the exact strain instead of linear strain. To emphasize the nonlinear nature of the exact strain, we refer to it as the \textit{quadratic strain} in the rest of the thesis.

The quadratic strain models arbitrarily large rotations exactly. Furthermore, since no small motion assumption is needed in applying the quadratic strain, we can use a fixed global frame for the entire simulation. In this thesis, all equations are derived using a fixed global coordinate system.
2.3 Constitutive Equations and Linear Elasticity

The properties of materials are specified by constitutive equations. In particular a stress-strain relationship describes the mechanical properties of a material and is therefore a constitutive equation.

In this thesis, we simply model the deformable objects as damped linear elastic material. Namely there is a linear relationship between the stress vector and the strain vector as following:

\[
\sigma = \Lambda(\epsilon - \epsilon_0) + \sigma_0
\]  

(2.16)

where \( \Lambda \) is an elasticity matrix containing the appropriate material properties, and \( \sigma_0 \) and \( \epsilon_0 \) are the initial strain and stress, respectively. Usually we assume both initial strain and stress are zero. Therefore we have the following linear strain-stress relationship:

\[
\sigma = \Lambda \epsilon
\]  

(2.17)

If the material is isotropic, the elasticity matrix \( \Lambda \) only has two degrees of freedom: Young’s modulus \( E \) and Poisson’s ratio \( \nu \).

The elasticity matrix \( \Lambda \) for isotropic elastic material has the following form:
$$\Lambda = \begin{pmatrix}
\lambda + 2\mu & \lambda & \lambda & 0 & 0 & 0 \\
\lambda & \lambda + 2\mu & \lambda & 0 & 0 & 0 \\
\lambda & \lambda & \lambda + 2\mu & 0 & 0 & 0 \\
0 & 0 & 0 & \mu & 0 & 0 \\
0 & 0 & 0 & 0 & \mu & 0 \\
0 & 0 & 0 & 0 & 0 & \mu 
\end{pmatrix} \quad \text{(2.18)}$$

where \(\mu\) and \(\lambda\) are called lamé’s constants, and

$$\lambda = \frac{E\nu}{(1+\nu)(1-2\nu)} \quad \text{(2.19)}$$

$$\mu = \frac{E}{2(1+2\nu)}$$

### 2.4 Geometrically Nonlinear Finite Element Method

The theory of elasticity is a fundamental discipline in studying continuum material. It consists of a consistent set of differential equations that uniquely describe the state of stress, strain and displacement of each point within an elastic deformable body. It consists of equilibrium equations relating the stresses; kinematics equations relating the strains and displacements, constitutive equations relating the stresses and strains; and boundary conditions relating to the physical domain. The theory was first developed by Louis-Marie-Henri Navier, Dimon-Denis Poisson and George Green in the first half of the 19th century [43].

Synthesizing those equations allows us to establish a relationship between the
deformation of the object and the exerted forces. However an analytic expression of such relationship is impossible, except for a small number of simple problems. *Finite element methods (FEM)* are one way to solve such a set of differential equations. From now on, we will discuss elasticity within the context of finite element methods.

When the geometry of the deformable object is complicated, it is impossible to obtain an analytic solution of an elastic deformation. FEM solves this problem by subdividing the object into small sub-domains with simple shapes (tetrahedra, hexahedra, etc.), called finite elements (Figure 2.5). The sub-division (mesh) does not only approximate the original geometry, but also leads to a discrete representation of the deformation.

![Finite Element Mesh](image)

Figure 2.5: A 2-dimension example of finite element mesh of a region. Each triangle is a finite element.

In particular, we apply a *displacement based* finite element method to simulate such deformation. Namely displacements at vertices of the mesh, called nodes, will
be calculated. The values at other points within the element are interpolated by a weighted sum of all the nodal displacements within the element. The global equations (the relationship between all the nodal values) are obtained by assembling elementwise equations by imposing inter-element continuity of the solution and balancing of inter-element forces.

We show the finite element formulation of a linear viscous material. In particular, we use linear hexahedral element and quadratic strain. Note that the procedure can be easily generalized to elements of different shapes, such as tetrahedral elements, and higher order elements.

2.4.1 Elementwise FEM Formulation

![Cocktail](image.png)

Figure 2.6: A cubic element of size 2, centered at the origin.

For the simplicity of the mathematical presentation, we further assume that the
hexahedral element in consideration is a cube centered at the origin and that each side of the cube has a length of 2 (Figure 2.6). Later we will show how to generalize this to hexahedral elements of general sizes and shapes.

To emphasize the fact that our discussion is now localized to a particular element, we use a super-scripted “e” to all the quantities within the given element. For example, we refer to the entire body as \( \Omega \), while referring to a particular element as \( \Omega^e \).

Let \( \mathbf{u}_i^e, \; i = 0, \ldots, 7 \) be the nodal displacements of the corresponding nodes in figure 2.6. The displacement of any point \((x, y, z)\) within this element is approximated by weighted sum of the nodal displacements as following:

\[
\mathbf{u}(x, y, z) = \sum_{i=0}^{7} \phi_i^e(x, y, z) \mathbf{u}_i^e
\]  

(2.20)

where \( \phi_i^e \)'s are the interpolation functions (weight function). Particularly in our case, \( \phi_i^e \)'s are tri-linear functions as following:

\[
\phi_0^e(x, y, z) = \frac{1}{8} (1-x)(1-y)(1-z)
\]

(2.21)

The other 7 weight functions are defined similarly with the same key property: \( \phi_i \) evaluates to 1 at node \( i \) and evaluates to 0 at other nodes.

Let \( \mathbf{I}_3 \) be the 3-dimensional identity matrix. The point-wise displacement within the element \( \Omega^e \) (2.20) can be written in the following matrix form:
\[ u(x, y, z) = \Phi^e u^e \]  

(2.22)

where

\[ \Phi^e = (\phi_0^e \mathbf{I}_3, \phi_1^e \mathbf{I}_3, \ldots, \phi_7^e \mathbf{I}_3)_{3 \times 24} \]  

(2.23)

and

\[
\begin{pmatrix}
  u_0^e \\
  u_1^e \\
  \vdots \\
  u_7^e \\
\end{pmatrix}
\]

(2.24)

Next, we apply virtual work to derive discrete system of equations. Let \( b^e \) be the distributed body force acting on the element, per unit volume. Note that \( b^e \) is a \( 3 \times 1 \) vector. Let \( q^e \) be the equivalent nodal forces, which are equivalent to the boundary stresses and distributed loads on the element. Particularly in our case, \( q^e \) is a \( 24 \times 1 \) vector, where the first 3 components are corresponding to node 0, the next 3 components are corresponding to node 1, and so on.

Since we are interested in the dynamic behavior of elastic body, we have to consider the inertia force and damping force which opposes the motion. The static equivalent of the inertia force per unit volume is:
\[ -\rho \ddot{u} \quad (2.25) \]

The static equivalent of a simple linear viscous damping force per unit volume is:

\[ -\mu \dot{u} \quad (2.26) \]

Therefore the equivalent static distributed force acting on a unit volume within the element is as following:

\[ b^e - \rho \ddot{u} - \mu \dot{u} \quad (2.27) \]

To make the nodal forces equivalent to the actually boundary stresses and distributed loads, we impose an arbitrary virtual displacement to the element and equate the external and internal work done by the various forces and the stresses. This approach is called virtual energy principle.

Given \( \delta u^e \) as the virtual displacement at the nodes, the displacement within the element is

\[ \delta u = \Phi^e \delta u^e \quad (2.28) \]

The strain is as following ([50]):

\[ \delta \varepsilon = B^e \delta u^e \quad (2.29) \]
The virtual work done by the nodal forces is equal to the sum of the products of the individual force components and corresponding virtual nodal displacement. This can be written in matrix form as following:

\[ \delta \mathbf{u}^T \mathbf{q}^e \]  \hspace{1cm} (2.30)

The virtual internal work per unit volume done by the stresses, distributed body force, inertia force and damping force is

\[ \delta \mathbf{e}^T \sigma - \delta \mathbf{u}^T (\mathbf{b}^e - \rho \ddot{u} - \mu \dot{u}) \] \hspace{1cm} (2.31)

By (2.28) and (2.29), we have the internal virtual work per unit volume as:

\[ \delta \mathbf{u}^e \left[ \mathbf{B}^e \sigma - \Phi^e \mathbf{I} (\mathbf{b}^e - \rho \ddot{u} - \mu \dot{u}) \right] \] \hspace{1cm} (2.32)

Virtual works on the element can be obtained by integrating (2.30) and (2.32) over the volume of the entire element, denoted by \( \Omega^e \). According to the principles of energy, the virtual internal work have to be equal to the virtual external work (virtual work done by the equivalent nodal forces). Therefore we have the following:

\[ \delta \mathbf{u}^e \mathbf{q}^e = \delta \mathbf{u}^e \int_{\Omega^e} \left[ \mathbf{B}^e \sigma - \Phi^e \mathbf{I} (\mathbf{b}^e - \rho \ddot{u} - \mu \dot{u}) \right] \, d\Omega^e \] \hspace{1cm} (2.33)

Since \( \delta \mathbf{u}^e \mathbf{q}^e \) is arbitrary virtual displacement, it can be canceled out. Therefore we have the following equality:
\[
q^e = \int_{\Omega^e} \left[ B^e \sigma - \Phi^e T (b^e - \rho \ddot{u} - \mu \dot{u}) \right] d\Omega^e
\]  

(2.34)

By (2.22), we have

\[
\ddot{u} = \Phi^e \ddot{u}^e
\]

(2.35)

\[
\dot{u} = \Phi^e \dot{u}^e
\]

Applying (2.35) to (2.34), we have

\[
q^e = \int_{\Omega^e} B^e \sigma d\Omega^e - \int_{\Omega^e} \Phi^e T b^e d\Omega^e + \int_{\Omega^e} \Phi^e T \rho \Phi^e \ddot{u}^e d\Omega^e + \int_{\Omega^e} \Phi^e T \mu \Phi^e \dot{u}^e d\Omega^e
\]  

(2.36)

Finally we obtain the following matrix differential equation for the finite element in figure 2.6:

\[
M^e \dddot{u}^e + D^e \ddot{u}^e + R^e(u^e) = F^e + q^e
\]  

(2.37)

where

\[
M^e = \int_{\Omega^e} \Phi^e T \rho \Phi^e d\Omega^e
\]  

(2.38)

\[
D^e = \int_{\Omega^e} \Phi^e T \mu \Phi^e d\Omega^e
\]  

(2.39)

\[
F^e = \int_{\Omega^e} \Phi^e T b^e d\Omega^e
\]  

(2.40)
and

\[
R^e(u^e) = \int_{\Omega^e} B^e \sigma d\Omega^e
\]  \hspace{1cm} (2.41)

In equation (2.37), \(u^e\) is the 24-dimensional nodal displacement vector of the element; \(\dot{u}^e\) and \(\ddot{u}^e\), the respective nodal velocity and nodal acceleration vectors; \(F^e\), the equivalent 24-dimensional nodal body force vector; \(q^e\), the equivalent nodal force due to stress and load on the boundary of the element; \(M^e\), the 24 \times 24 element mass matrix; \(D^e\), the 24 \times 24 element damping matrix; and \(R^e(u^e)\), the 24-dimensional equivalent nodal internal force vectors due to deformation.

We have not given the mathematical expression of \(q^e\). The reason is that due to element continuity, this term will eventually "disappear", except on the boundary of the body, when we have the global equations for the entire deformable body. On the surface of element interface in the interior of the body, this term have the same value and opposite directions between any two adjacent elements, which will be canceled in the global equations. Therefore we will not give the expression of this term until we derive the global equations in chapter 2.4.4.

2.4.2 What is \(B^e\) and \(R^e\)

The term \(R^e(u^e)\) is more complicated than others in equation (2.37). We will derive it in this section.

We derive it using the following definition (2.29) ([50]):
\[ d\epsilon = B^e d\mathbf{u}^e \]  

(2.42)

A simple case of this is when we use the linear strain approximation (2.11) and (2.12). We can write the vector representation of a linear strain in the following matrix form:

\[
\epsilon = \begin{pmatrix}
\epsilon_x \\
\epsilon_y \\
\epsilon_z \\
\gamma_{yz} \\
\gamma_{zx} \\
\gamma_{xy}
\end{pmatrix} = \begin{pmatrix}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z} \\
0 & \frac{\partial}{\partial z} & \frac{\partial}{\partial y} \\
\frac{\partial}{\partial z} & 0 & \frac{\partial}{\partial x} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x} & 0
\end{pmatrix} \begin{pmatrix}
u \\
v \\
w
\end{pmatrix} = S \mathbf{u} \tag{2.43}
\]

where \( S \) is the linear differential operator in matrix form and \( \mathbf{u} \) is displacement vector at any given point \((x, y, z)\).

By (2.42), we have

\[ d\epsilon = dS \mathbf{u} = S d\mathbf{u} \]  

(2.44)

By equation (2.22), we have

\[ d\epsilon = S \Phi^e d\mathbf{u}^e \]  

(2.45)

Therefore we have
\[
\mathbf{B}^e = S\Phi^e
\]  

(2.46)

Let us rename this \(\mathbf{B}^e\) to \(\mathbf{B}_0^e\) to reflect the fact that it is a special case of \(\mathbf{B}^e\) with linear strain. If we have a linear stress-strain relationship as specified by (2.17), we get

\[
\sigma = \Lambda \varepsilon = \Lambda \mathbf{S} \mathbf{u} = \Lambda S \Phi^e \mathbf{u}^e = \Lambda \mathbf{B}_0^e \mathbf{u}^e
\]  

(2.47)

Therefore, given a linear strain, the term \(\mathbf{R}^e(\mathbf{u}^e)\) can be simplified to a linear function of \(\mathbf{u}^e\) as following:

\[
\mathbf{R}^e(\mathbf{u}^e) = \int_{\Omega^e} \mathbf{B}^e T \sigma^e d\Omega^e
\]

\[
= \int_{\Omega^e} \mathbf{B}_0^e T \Lambda \mathbf{B}_0^e \mathbf{u}^e d\Omega^e
\]  

(2.48)

\[
= \mathbf{K}^e \mathbf{u}^e
\]

where \(\mathbf{B}_0^e\) is given by (2.46) and

\[
\mathbf{K}^e = \int_{\Omega^e} \mathbf{B}_0^e T \Lambda \mathbf{B}_0^e d\Omega^e
\]  

(2.49)

This will simplify the equality (2.37) to a linear system of differential equations:

\[
\mathbf{M}^e \ddot{\mathbf{u}}^e + \mathbf{D} \dot{\mathbf{u}}^e + \mathbf{K}^e \mathbf{u}^e = \mathbf{F}^e + \mathbf{q}^e
\]  

(2.50)

As discussed earlier, we are only interested in simulating large global deformations that cannot be approximated by linear strains. Instead we have to use the quadratic strains defined in (2.9) and (2.10).
First let us define 3 new vectors as following:

\[
\theta_x = \begin{pmatrix}
\frac{\partial u}{\partial x} \\
\frac{\partial v}{\partial x} \\
\frac{\partial w}{\partial x}
\end{pmatrix}
\]  \hspace{1cm} (2.51)

where \( \theta_y \) and \( \theta_z \) are defined similarly.

By the quadratic strain definitions (2.9) and (2.10), and notation defined in (2.51), we can write the quadratic strain in the following matrix form:

\[
\epsilon = \begin{pmatrix}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z}
\end{pmatrix}
\begin{pmatrix}
u \\
\theta^T_x \\
\theta^T_y \\
\theta^T_z
\end{pmatrix} + \frac{1}{2}
\begin{pmatrix}
\theta^T_x & 0 & 0 \\
0 & \theta^T_y & 0 \\
0 & \theta^T_z & \theta^T_x \\
\theta^T_z & 0 & \theta^T_y
\end{pmatrix}
\begin{pmatrix}
\theta_x \\
\theta_y \\
\theta_z
\end{pmatrix}
\]  \hspace{1cm} (2.52)

\[\epsilon = Su + \frac{1}{2} A \Theta\]

where \( A \) is nonlinear.

By (2.42) and (2.46), we have

\[d\epsilon = B^e_\epsilon du^e + \frac{1}{2} d(A \theta) = B^e_\epsilon du^e + \frac{1}{2} dA \Theta + \frac{1}{2} A d\Theta\]  \hspace{1cm} (2.53)

It is easy to verify the following property of matrix \( A \) and \( \Theta \):
\[ dA \Theta = A d\Theta \] \hspace{1cm} (2.54)

Therefore, we have

\[ de = B^e_0 du^e + A d\Theta \] \hspace{1cm} (2.55)

The matrix \( \Theta \) can be written as:

\[
\Theta = \begin{pmatrix}
\frac{\partial}{\partial x} I_3 \\
\frac{\partial}{\partial y} I_3 \\
\frac{\partial}{\partial z} I_3
\end{pmatrix}_{9 \times 3}
\]

where \( I_3 \) is the 3-dimensional identity matrix.

Apply (2.22) to (2.56), we have

\[ \Theta = T \Phi^e u^e = G^e u^e \] \hspace{1cm} (2.57)

where

\[ G^e = T \Phi^e \] \hspace{1cm} (2.58)

By (2.55) and (2.58), we have

\[ B^e = B^e_0 + A G^e \] \hspace{1cm} (2.59)

Therefore we have the following expression for \( R^e(u^e) \):
\[ R^e(u^e) = \int_{\Omega^e} B^e^T \sigma d\Omega^e \]
\[ = \int_{\Omega^e} B^e^T \Lambda e d\Omega^e \]
\[ = \int_{\Omega^e} B^e^T \Lambda (B_0^e u^e + \frac{1}{2} A G^e u^e) d\Omega^e \]
\[ = K^e(u^e) u^e \]

where

\[ K^e(u^e) = \int_{\Omega^e} B^e^T \Lambda (B_0^e + \frac{1}{2} A G^e) d\Omega^e = K^e + \frac{1}{2} \int_{\Omega^e} B^e^T A G^e d\Omega^e \] (2.61)

Equality (2.61) shows that the stiffness matrix is now displacement-dependent, because the matrix \( A \) is displacement dependent. The local stiffness matrix \( K^e(u^e) \) has two parts: the first part \( K^e \) is the same as the constant stiffness matrix derived from linear strain; the second term depends on the nodal displacement \( u^e \). Therefore \( R^e(u^e) \) is a nonlinear function of \( u^e \). This makes the (2.37) a nonlinear system of differential equations of nodal displacement \( u^e \).

### 2.4.3 Element of General Shapes

In section 2.4.1, we have made a very strong assumption about the shape, size and position of the hexahedral element. In general, the element in the finite element mesh will have different sizes, different shapes and will be at different positions in the coordinate frame. Each "facet" of the hexahedral element is not even necessarily co-planar.

However we would like to point out that none of the derivations in chapter 2.4.1...
requires a normalized element as in figure 2.6. The normalized element only buys us two simplification: the weight function has a simple form as defined in (2.21); and the volume has a regular shape (a cube) therefore the volume integration is relatively easier. Besides these two mathematical simplifications, the rest of the derivation applies to elements of any size, any shape with any weight functions. Namely, given weight functions $\phi_i(x, y, z)$, and an element $\Omega^e$ of arbitrary shape and size, all the derived equalities (2.37) to (2.41) still hold.

Theoretically we are done with the generalization of elementwise finite element equations to arbitrary element, including element of different types such as tetrahedra and element of different number of nodes. However there is a practical difficulty in terms of evaluating the volume integrals in equalities (2.37) to (2.41). It is difficult to evaluate the volume integral over an arbitrary volume. Furthermore, we may not even have the explicit form of the weight functions $\phi_i^e$'s if the element does not have a nice shape.

This problem can be easily solved by mapping a general hexahedral element to the normalized element in figure 2.6. We can then evaluate the volume integral over the normalized element as shown in section 2.4.1. Finally we can map the result back to the physical element in consideration using a Jacobian.

To simplify the presentation, we change the coordinate frame of the normalized element in figure 2.6 to $(\xi, \eta, \gamma)$ and refer to it as the \textit{natural coordinate} frame and refer to the $(x, y, z)$ frame as the \textit{physical coordinate} frame (Figure 2.7). We refer to the
element in the physical coordinate frame as the *physical element* and the normalized element in natural coordinate frame (as shown in figure 2.6) as the *isoparametric element*. The mapping between a physical element and the isoparametric element is as following:

\[ \mathbf{u}^e = \sum_{i=0}^{7} \phi_i^e(\xi, \eta, \gamma)\mathbf{u}_i^e \]  

(2.62)

where \( \phi_i^e \)'s are the same weight function as defined in (2.21).

It is easy to verify that (2.62) gives a one-to-one mapping between an physical hexahedral element and the isoparametric element. Therefore we can evaluate the volume integrals in (2.37) to (2.41) by transforming them into the natural coordinate frame using the Jacobians. For example, the element mass matrix can be evaluated as:
\[ M^e = \int_{\Omega^e} \Phi^T \rho \Phi \, d\Omega^e \]

\[ = \frac{1}{h} \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} \Phi(\xi, \eta, \gamma)^T \rho \Phi(\xi, \eta, \gamma) \, d\xi \, d\eta \, d\gamma \]  \hspace{1cm} (2.63)

where \( \Phi \) is defined in the natural coordinate frame.

Other volume integrals for general hexahedral element can be evaluated similarly.

For tetrahedral finite element mesh, there is a different isoparametric element to use in the natural coordinate frame. For details, users are referred to [30].

### 2.4.4 Global FEM Equations

We can indeed consider the entire body \( \Omega \) as a “gigantic” element with \( n \) nodes. We can also assume that weight functions \( \phi_i \)'s are defined over the entire body with local support (figure 2.9), namely the weight function \( \phi_i \) has the following property:

\[ \phi_i(u_j) = \begin{cases} 1 & j = i \\ 0 & j \neq i \end{cases} \quad (2.64) \]

Figure 2.8 and 2.9 illustrate the relationship between the element-wise weight function and the global weight function defined over the entire body. The weight function \( N_i \) corresponding to node \( u_i \) has two parts. Each part is exactly the same as the corresponding local weight function within the element.

All the previous derivations still hold with the exception that we only have to consider surface stress on the surface of the body instead of on the boundary of each element. Therefore we have the following system of global equations:
Figure 2.8: 1-dimensional example of element-wise weight functions.

Figure 2.9: 1-dimensional example of Global weight functions.
$$M\ddot{u} + D\dot{u} + R(u) = F + q$$  \hspace{1cm} (2.65)$$

where

$$M = \int_{\Omega} \Phi^T \rho \Phi d\Omega$$  \hspace{1cm} (2.66)$$

$$D = \int_{\Omega} \Phi^T \mu \Phi d\Omega$$  \hspace{1cm} (2.67)$$

$$F = \int_{\Omega} \Phi^T b d\Omega$$  \hspace{1cm} (2.68)$$

and

$$R(u) = \int_{\Omega} B\sigma d\Omega$$  \hspace{1cm} (2.69)$$

Note that the equivalent global nodal force $q$ is due to the stress and load on the boundary of the deformable body and it has the following form:

$$q = -\int_{\partial \Omega} \Phi^T t d\Omega$$  \hspace{1cm} (2.70)$$

where $\partial \Omega$ is the boundary of the deformable body; $t$ is the surface traction on the boundary.

For convenience, we usually combine the $F$ term and $q$ term and rename $F + q$ the global external force vector $F$. Therefore we have

$$M\ddot{u} + D\dot{u} + R(u) = F$$  \hspace{1cm} (2.71)$$
In the equation (2.71), \( \mathbf{u} \) is the 3n-dimensional nodal displacement vector; \( \dot{\mathbf{u}} \) and \( \ddot{\mathbf{u}} \), the respective velocity and acceleration vectors; \( \mathbf{F} \), the external force vector; \( \mathbf{M} \), the \( 3n \times 3n \) mass matrix; \( \mathbf{D} \), the damping matrix; and \( \mathbf{R}(\mathbf{u}) \), the internal force vectors due to deformation. \( n \) is the number of nodes in the FEM model [50].

2.5 Implementation

In terms of implementation, we actually still do the computation locally on each element and then assemble the elementwise matrices into global matrix. For example, we compute \( \mathbf{M}^e \) for each element \( \Omega^e \) and then assemble them into the global mass matrix \( \mathbf{M} \). This assembly is valid due to the fact that volume integral over the entire body equals to the sum of that over each element, and that the global weight functions equal to the corresponding local weight function within each element.

The construction of (2.71) requires evaluating volume integrals over each element \( \Omega^e \). In general, such a volume integral cannot be evaluated exactly in closed form. We have to evaluate it using numerical integration. In particular, we apply Gauss Quadrature [50] to evaluate the volume integrals.

2.6 Special Cases

We have derived the system of nonlinear differential equations (2.71) for the dynamic behavior of large global deformations. In this section, we would like to point
out two special cases, which are familiar to many readers.

One special case is the system of equations for static deformations. It is obtained by setting the nodal accelerations and nodel velocities to zeros. This leads to the following system of equations for static global deformation:

$$R(u) = F$$  \hspace{1cm} (2.72)

Another special case is the small deformations. When deformations are small or infinitesimal, we can use the linear strain (2.11) and (2.12). This leads to the following linear system of differential equations for the dynamic behavior of small deformations:

$$\ddot{u} + D\dot{u} + Ku = F$$ \hspace{1cm} (2.73)

The corresponding linear system for static small deformations is:

$$Ku = F$$ \hspace{1cm} (2.74)

### 2.7 Conclusion

In this chapter we have presented how to model the dynamic behavior of large global deformations. In next chapter, we will discuss how to solve the nonlinear system of differential equations (2.71). In particular, we will discuss how to solve it in real-time.
Chapter 3

Real-time Simulation of Dynamic Global Deformations

In chapter 2, we have derived the nonlinear system of differential equations (2.71) for large global deformations. For clarity of the presentation, let us recall that system of nonlinear equations here:

\[ M\ddot{u} + D\dot{u} + R(u) = F \quad (3.1) \]

In this chapter, we discuss how to solve this nonlinear system. Especially we focus on how to solve it in *real-time* for a finite element mesh of reasonable size.

First of all, we will discuss the issue of implicit integration versus explicit integration in chapter 3.1. We argue that implicit integration along the time-dimension makes real-time performance impossible for even problems of moderate size. There-
fore we choose explicit integration over implicit integration. In chapter 3.1.1, we show that the computational speed is dramatically improved by using a diagonal mass matrix approximation with the explicit integration scheme.

Secondly, we discuss how we handle collision efficiently. A traditional penalty method usually slows down the system dramatically because the integration time step has to be reduced to prevent object inter-penetration when they are close to each other. In a virtual surgical environment, objects are always close to each other. This makes the penalty method inappropriate. In chapter 3.2, we will introduce a very efficient collision handling scheme which requires only a nominal computational cost in addition to a collision-free dynamic simulation step.

Finally, we discuss the issue of the complexity of the model itself in chapter 3.3. One primary difficulty associated with deformable object simulation in 3D is that the model itself is one order of magnitude more complex than 2D objects, such as clothes. By one order of magnitude, we mean the size of the 3D model is $O(n)$ larger than that of a 2D object, where $n$ is the number of nodes in each principle direction. For example, a 2D finite element mesh has size of $O(n^2)$ with $n$ nodes in each principle direction. However a 3D finite element mesh will have a size of $O(n^3)$ with $n$ nodes in each principle direction. To overcome this higher complexity in the size of FEM mesh of a 3D deformable body, we propose graded meshes in chapter 3.3 and discuss their properties.

Part of the material presented in this chapter is published by Zhuang and Canny
3.1 Integration in the Time Dimension

In general there is no closed-form solution to the system of differential equations (3.1). We have to solve it approximately by numerically integrating along the time dimension. Namely given all the information up to the current time step \( t_n \), we have to solve the following system for time step \( t_{n+1} \) repeatedly:

\[
M \ddot{u}_{n+1} + D \dot{u}_{n+1} + R(u_{n+1}) = F_{n+1}
\]  
(3.2)

Note that at time \( t_{n+1} \), the information at all the previous time-steps, \( t_0, \ldots, t_n \), are considered as known. Namely \( u_i, \dot{u}_i \) and \( \ddot{u}_i \) are known for \( i = 0, \ldots, n \).

There are many different integration schemes. In this thesis, we will discuss the issue of explicit integration versus implicit integration using Newmark recurrence scheme ([50, 30]).

Newmark recurrence scheme is a single-step integration method. Namely it only uses the known values at time \( t_n \) to solve (3.2), while ignoring the history before \( t_n \). Newmark recurrence scheme is as following:

\[
\begin{align*}
\mathbf{u}_{n+1} &= \mathbf{u}_n + \Delta t_{n+1} \mathbf{u}_n + \frac{1}{2} \Delta t_{n+1}^2 \dot{\mathbf{u}}_{n+1} \\
\dot{\mathbf{u}}_{n+1} &= \dot{\mathbf{u}}_n + \Delta t_{n+1} \ddot{\mathbf{u}}_{n+1}
\end{align*}
\]  
(3.3)
where

\[ \hat{u}_{n+\theta} = (1 - \theta)\hat{u}_n + \theta\hat{u}_{n+1} \quad (3.4) \]

and

\[ \Delta t_n = t_n - t_{n-1} \quad (3.5) \]

By substituting (3.3) into (3.2), we get a system of equations of only \( \hat{u}_{n+1} \). For convenience, we represent this system as:

\[ \Gamma(\hat{u}_{n+1}) = 0 \quad (3.6) \]

Note that when \( \gamma \neq 0 \), (3.6) is a nonlinear system of \( \hat{u}_{n+1} \) because \( \hat{u}_{n+1} \) appears in the nonlinear term \( \mathbf{R}(u_{n+1}) \). This leads to an implicit algorithm, namely at each time step, we have to solve a nonlinear system of \( \hat{u}_{n+1} \).

Solving a nonlinear system requires a Newton iteration type of algorithm. Namely at each iteration, we have to compute the differential matrix \( \frac{\partial \mathbf{R}}{\partial u_{n+1}} \) and then solve a different linear system at each iteration. Although we can avoid the cost of inverting a different differential matrix at each iteration by applying an iterative solver, such as conjugate gradient solver, the cost of computing the differential matrix alone at each iteration is computationally prohibitive. We have also experienced slow convergence of the conjugate gradient methods. Furthermore, we usually have to go through multiple iterations at each time step \( t_n \). Therefore, an implicit integration algorithm makes real-time simulation impossible for an FEM mesh of even moderate size. Our
experiment shows that we can only simulate fewer than half a dozen elements in
real-time if we apply this type of integration algorithm.

This leads us to exploring the application of explicit algorithms. When $\gamma = 0$, the unknown $\dot{u}_{n+1}$ does not appear in the nonlinear term $R(u_{n+1})$. This makes (3.6) a linear system of $\ddot{u}_{n+1}$. In particular, we choose the central difference method with $\alpha = \frac{1}{2}$. This leads to the following equalities:

$$
    u_{n+1} = u_n + \dot{u}_n \Delta t_{n+1} + \frac{1}{2} \ddot{u}_n \Delta t_{n+1}^2 \tag{3.7}
$$

$$
    (M + \frac{1}{2} \Delta t_{n+1} D) \ddot{u}_{n+1} = F_{n+1} - R(u_{n+1}) - D(\dot{u}_n + \frac{1}{2} \ddot{u}_n \Delta t_{n+1}) \tag{3.8}
$$

$$
    \ddot{u}_{n+1} = \dot{u}_n + \frac{1}{2} (\ddot{u}_n + \ddot{u}_{n+1}) \Delta t_{n+1} \tag{3.9}
$$

Now we have converted the nonlinear system (3.1) to 3 linear systems (3.7), (3.8) and (3.9). The order of updating is (3.7), (3.8) and then (3.9). Note that (3.7) and (3.9) are simple algebraic expressions, which are computationally cheap to evaluate.

Before examining (3.8), we would like to point out that the choice of $\gamma = 0$ already avoids the need to solve a nonlinear system by Newton iterations. However we do not have an explicit algorithm unless the matrix $M + \frac{1}{2} \Delta t_{n+1} D$ is diagonal. Next we will discuss how to make the central difference scheme an explicit integration algorithm by diagonalizing $M + \frac{1}{2} \Delta t_{n+1} D$. 
3.1.1 Concentration of Mass

In general the mass matrix $M$ and damping matrix $D$ are sparse matrix, but not diagonal. Therefore (3.8) requires solving a large sparse linear system. Furthermore, the time step $\Delta t_n$ is, in general, not a constant, therefore it is impossible to preprocess the system by computing the inverse (or the LU decomposition) of this large sparse matrix. Inverting a large matrix at each integration step makes real-time simulation impossible for any problem of reasonable size.

To achieve real-time performance, we approximate the distributed mass with concentrated masses by *lumping* the mass matrix ([49, 30]): each row vector in the mass matrix is replaced by a single value on the diagonal entry, which is equal to the sum of all values in the corresponding row vector.

At the first glance, this approximation may look unacceptable. Actually it is mathematically equivalent to a special type of numerical volume integration algorithm for linear element: *nodal Gauss quadrature*. Numerical volume integration basically means sampling the value of the integrand at one or multiple points within the integration volume and then approximate the volume integration with a weighted sum of the sampled values. Given a linear finite element, if we sample exactly at the nodes of the element, [50] shows that the mass matrix is automatically a diagonal matrix. Furthermore such a diagonal matrix is identical to the one obtained by lumping the original mass matrix. Hence the diagonal approximation of the mass matrix is simply an approximation with a low order numerical integration.
In our implementation, we actually do not construct the original mass matrix and then lump it to a diagonal matrix. Instead we construct it directly using nodal Gauss quadrature.

Intuitively we can also consider this diagonal mass matrix as approximating the mass with concentrated point mass at nodal points of the mesh. The original non-diagonal mass matrix in (2.66) is also an approximation of the inertia property of the continuum, including the total mass and moment of inertia. However this approximation still treats the mass as if it is distributed.

The diagonalization process is equivalent to approximating the mass continuum as concentrated masses at each nodal point of the mesh. By doing this, we basically convert the distributed mass to a particle system. At each integration step, each particle "behaves" independently of the other particles. The forces acted on each particle, at each instance of the simulation, consist of external forces, such as gravity, and internal forces exerted by the neighboring particles (nodes that share the same element).

Unlike a mass-spring system, this particle system does not have an explicitly defined spring structure. Instead the equivalent internal forces on each particle (a node of the mesh) is modeled using elasticity, approximated by geometrically nonlinear finite element method.

Similarly we can also diagonalize the damping matrix $D$. Note that the damping matrix defined by (2.67) has identical structure to the mass matrix given by (2.66).

We have just converted the matrix $M + \frac{1}{2} \Delta t_{n+1} \mathbf{D}$ to a diagonal matrix. This
simplifies (3.8) to a set of independent algebraic equations as following:

$$q^i \ddot{u}^i_{n+1} = f^i_{n+1} - r^i_{n+1} - d^i_{n+1}$$  \hspace{1cm} (3.10)

where $q^i$ is the $i$-th component of the diagonalized $M + \frac{1}{2} \Delta t_{n+1} D$; $\ddot{u}^i_{n+1}$, $f^i_{n+1}$, $r^i_{n+1}$ and $d^i_{n+1}$ are the $i$-th component of $u_{n+1}$, $F_{n+1}$, $R(u_{n+1})$ and $D(\dot{u}_n + \frac{1}{2} \ddot{u}_n \Delta t_{n+1})$ respectively. Solving this system of equations requires no matrix inversion.

The diagonalization also makes the enforcement of all types of boundary conditions very simple. For natural boundary conditions, we specify the force and compute $\ddot{u}^i_{n+1}$. For essential boundary conditions, we simply ignore equation (3.10) and explicitly set the corresponding displacement and velocity to the given values.

It is worth pointing out that the critical time step for an explicit integration scheme is dictated by the largest stiffness in the material. This is why an explicit integration scheme is appropriate for soft tissues, which are "soft" in all directions (although not necessarily isotropic), while it is not appropriate for cloth simulation [4].

As for any explicit integration algorithm, stability is always a concern. According to [30], the central difference recurrence scheme is conditionally stable when the time step satisfies the following:

$$\Delta t \leq \frac{2}{\omega_{max}}$$  \hspace{1cm} (3.11)

where $\omega_{max}$ is the maximum natural frequency of the dynamic system (3.1). Since we
are simulating soft tissues, the natural frequency is usually large. Therefore we can use relatively large time steps to have stable simulations.

In our numerical experiments, we notice that the lumped mass matrix actually improve the stability of the dynamic system. [49] shows that lumping can even improve accuracy of some problem by error cancellation. It can be shown that in transient approximation the lumping process introduces additional dissipation of energy and this can help in cancelling out numerical oscillation.

### 3.2 Efficient Collision Handling

In this section we address another important issue: *how to proceed with the time-integration when collision occurs?*

Any integration strategy at the moment of collision has to ensure that the colliding objects do not inter-penetrate each other at the point of collision. This non-penetration requirement makes obvious physical sense from our real world experience.

The popular penalty methods [39, 38, 40] model the collision by adding an artificial spring of large stiffness at the point of collision. The stiffness of such a spring is often arbitrary because there is no mathematical foundation to its value. The programmer usually tries several different spring constants until the collision is visually satisfactory.

Furthermore the penalty method adds an extra stiff component to the dynamic system. In chapter 3.1, we have discussed the advantage of an explicit integration algorithm over an implicit one. One reason that it is appropriate to use explicit
integration algorithm despite its potential instability is that we are only interested in soft deformable objects. The natural frequency of a soft object is relatively low, therefore we are able to stably simulate the dynamic behavior using relatively large time steps. The artificial spring in a penalty method is an extra stiff component in the dynamic system. A dynamic system is only as stable as its most stiff component. Penalty method requires that we reduce the time step at the moment of collision to meet the stability requirement of the artificial spring attached to the point of collision.

Our experiments have shown that the ratio between a collision free integration time step and that of a penalty collision is on the order of hundreds if not more. Thus even if we are able to simulate the dynamic behavior of a soft object when there is no collision, we lose the real-time performance when collisions occur, by using penalty methods.

This tempts us to develop new collision-handling methods that avoid adding extra artificial stiffness into the system. We will illustrate our collision-handling method, using a special case: collision between a rigid body and a single node of the finite element mesh of the deformable body. (figure 3.1). Later in this section, we will show that it is straightforward to extend this method to handle general collisions of deformable objects.

Consider the collision between a moving deformable body and a moving rigid body (figure 3.1). To simplify the discussion, we use the moving frame attached to the moving rigid body instead of the fixed world frame. Namely all quantities are relative
to the moving rigid body. Assume that at time $t_n$, the node $p$ on the deformable object, with relative velocity $\mathbf{v}(p)_n$, is colliding with the rigid surface of outward normal $\mathbf{n}$. The non-penetration constraint requires that the normal component of the relative velocity of point $p$ drops to zero at the moment of collision in the moving frame. Unlike a rigid body collision, the flexible body will maintain contact with the rigid body for a nonzero period of time. We enforce the non-penetration constraint at node $p$ by setting the normal component of $\mathbf{v}(p)_{n+1}$ to zero as following:

$$\mathbf{v}(p)_{n+1} = \mathbf{v}(p)_n - (\mathbf{v}(p)_n \cdot \mathbf{n})\mathbf{n}$$  \hspace{1cm} (3.12)

Let $\mathbf{a}(p)_n$ and $\mathbf{a}(p)_{n+1}$ be the acceleration of point $p$ at time $t_n$ and $t_{n+1}$, respectively. Apply equation (3.9) to point $p$, we have:

$$\mathbf{v}(p)_{n+1} = \mathbf{v}(p)_n + \frac{1}{2}(\mathbf{a}(p)_n + \mathbf{a}_{n+1})\Delta t_{n+1}$$  \hspace{1cm} (3.13)

Solve (3.13) for $\mathbf{a}(p)_{n+1}$, we get
\[
\hat{a}(p)_{n+1} = \frac{2\hat{v}(p)_{n+1}}{\Delta t_{n+1}} - \frac{2\hat{v}(p)_n}{\Delta t_{n+1}} - \hat{a}(p)_n
\]  
(3.14)

Apply (3.7) to the point \( p \) at time \( t_{n+2} \), we have:

\[
\hat{u}(p)_{n+2} = \hat{u}(p)_{n+1} + \hat{v}(p)_{n+1} \Delta t_{n+2} + \frac{1}{2} \hat{a}(p)_{n+1} \Delta t^2_{n+2}
\]  
(3.15)

Substituting (3.14) into (3.15), we have

\[
\hat{u}(p)_{n+2} = \hat{u}(p)_{n+1} + \hat{v}(p)_{n+1} \Delta t_{n+2} + \frac{1}{2} \hat{a}(p)_{n+1} \Delta t^2_{n+2} - \frac{1}{2} \left( \frac{2\hat{v}(p)_{n+1}}{\Delta t_{n+1}} - \frac{2\hat{v}(p)_n}{\Delta t_{n+1}} - \frac{1}{2} \hat{a}(p)_n \right) \Delta t^2_{n+2}
\]  
(3.16)

If we choose the time steps at time of collision such that \( \Delta t_{n+2} = \Delta t_{n+1} \), we have

\[
\hat{u}(p)_{n+2} = \hat{u}(p)_{n+1} + \hat{v}(p)_{n+1} \Delta t_{n+2} + \hat{v}(p)_{n+1} \Delta t_{n+2} - \frac{1}{2} \hat{a}(p)_{n+1} \Delta t^2_{n+2}
\]  
(3.17)

By (3.12), we have

\[
\hat{v}(p)_{n+1} \cdot \hat{n} = 0
\]  
(3.18)

Therefore we have the following equality:
\[
\hat{u}_{n+2} \cdot \hat{n} = \hat{u}_n \cdot \hat{n}
\]  

(3.19)

Equality (3.19) shows that the non-penetration constraint is enforced after two time steps, because there is no relative motion of the deformable body normal to the surface of the rigid body. Furthermore, equality (3.17) shows that the local tangential motion, on the surface around the point of collision, is still permitted. The guaranteed non-penetration and permitted local tangential motion is exactly what we need to model collisions.

This collision integration scheme can be generalized to collisions between deformable bodies and collisions that involve multiple point contacts. Multiple point collisions are modeled as a set of simultaneous single point collisions.

This collision-handling integration scheme can be considered a special case of impulse [3]. For rigid body collisions, an impulse requires extremely small time steps for numerical integration because the rigid body collision is considered to occur instantaneously. However, for deformable body collisions, the collision time is finite. By delaying the non-penetration constraint by two time steps, we are able to integrate the impulse using large time steps.

Our collision-handling strategy does not have to distinguish the case that the colliding deformable objects quickly bounce away from each other and that one sticks to or slides on the surface of the other. The bouncing collision, the sticking and sliding contacts, are handled by exactly the same collision integration constraint.
This collision constrain adds little extra cost to the dynamic simulation.

Finally we would like to point out that our collision-handling strategy does lose energy. When we set the velocity normal to the colliding surface to zero, the dynamic system loses some energy. However this loss of energy is too small to affect the simulation outcome in general. The energy loss decreases when we are using finer mesh and this energy loss converges to zero when the number of elements goes to infinity.

3.3 Graded Mesh

![Graded Mesh Diagram]

Figure 3.2: A 2D example of graded mesh.
While 2D finite element methods have great success in achieving real time performance in computer graphics applications, the computational cost is much higher for 3D applications, mainly due to the increase in the number of elements in the mesh. In a roughly uniform 2D finite element mesh, the number of elements is about $O(n^2)$, where $n$ is the average number of elements in each principle direction. However a similar 3D mesh would have $O(n^3)$ elements, which leads to a much larger system of equations.

A mesh has to be fine enough to capture the relevant modes. To illustrate this, let us consider using finite element method to simulate a wave in a soft material, which is one special kind of deformation. When the spatial frequency of the wave increases, we need finer elements to simulate the wave. When the spatial frequency decreases, we need fewer elements. Modal analysis shows that deformation can be approximated by model composition, where each mode is corresponding to a deformation of a fixed spatial frequency.

In terms of computational efficiency, it would be desirable to reduce the number of elements in the finite element mesh while being able to satisfy the requirement of accuracy.

Nicolson [25] makes the following empirical observation based on many simulations:

Observation 1 *The cutoff spatial frequency of an object in response to external loads decreases faster than $1/d$ in terms of the distance $d$ away from the surface of the object.*
This means that for a given error bound, we need finer elements on the surface and coarser elements away from the surface. Furthermore Nicolson’s [25] result suggests that if the size of the element increases proportionally to \( d \), we will lose little accuracy with respect to static forces exerted on the surface. Based on this observation, we propose using a graded mesh to model 3D objects. A 2D example of such mesh is shown in figure 3.2. Extension of this 2D example to a 3D hexahedral mesh is straightforward. Such a mesh reduces the complexity of 3D models from \( O(n^3) \) to \( O(n^2) \). Furthermore, the graded mesh has the property that the element size is proportional to the distance from the surface, hence the error is bounded by a constant.

In general, a graded mesh has a severe drawback despite its reduction of the mesh size. It is computationally costly to enforce the compatibility at element interface. To simplify the presentation, we discuss this using the 2D example in figure 3.2. However, note that the discussion applies to 3D hexahedra mesh as well.

For a mesh of linear quadrilateral elements, the edge of each element is always a straight line. Therefore the node such as \( C \) in figure 3.2 is constrained by node \( A \) and \( B \). Namely the displacement of \( C \) has to be such that \( A, B \) and \( C \) are always co-linear. We refer to a node such as \( C \) as a geometrically constrained node. The general solution is to use a Lagrangian multiplier, which expands the system and therefore adds extra computational cost to the simulation.

However since we have a diagonalized system (3.10), the compatibility at element interface can be easily enforced without a Lagrangian multiplier. For unconstrained
nodes, such as $A$ and $B$, we proceed with the computation as presented in section 3.1. For a constrained node, such as node $C$, we simply set its displacement to the average of that of $A$ and $B$. This explicitly enforces the compatibility without any additional computational cost.

![Triangular Graded Mesh](image)

Figure 3.3: Triangular graded mesh.

Figure 3.3 shows a graded triangular graded mesh. Such a triangular graded mesh can also be extended to 3-dimensional tetrahedral mesh. The algorithms discussed in Hebert’s ([17]) symbolic local refinement of tetrahedral mesh can be directly applied to generate a graded tetrahedral mesh in 3D.

For triangular mesh, the incompatibility issue on the element interface does not arise.
3.4 Discussion

In chapter 2, we have shown that simulation of global deformations requires solving the system of equations (3.1). In this chapter, we have presented how to solve system (3.1) in real-time.

First we show that it is impossible to solve (3.1) in real-time by implicit integration algorithms. Our experiments show that we can only simulate, in real-time, a mesh of fewer than half a dozen elements, if we apply implicit integration algorithms.

In order to have an explicit integration algorithm for real-time performance, we diagonalize the mass and damping matrix by row lumping. Row lumping is equivalent to gauss quadrature using nodal sampling.

Explicit integration schemes always raise the issue of stability. Fortunately, we are only interested in soft tissues. This allows a relatively large time step for stable simulations.

The diagonalized mass matrix combines the advantages of finite element methods and mass-spring systems. A mass-spring system is less accurate in terms of mathematical formulation. However it is cheap to solve a mass-spring system because it is a decoupled system from the very beginning. By diagonalizing the mass matrix in our FEM simulation of global deformations, we still have the accurate strain modeling provided by finite element methods but we also only have a decoupled system to solve.

Secondly, we have introduced an efficient collision-handling strategy in chapter
3.2, which removes a bottleneck in the real-time simulation of global deformations. Our collision-handling strategy enables us to simulate the collision with nominal extra cost.

Finally, we have proposed a graded mesh in 3.3 to reduce the size of the model itself. Asymptotically the graded mesh reduces the size of the mesh by $O(n)$, where $n$ is the number of elements in each principle direction. If a uniform 3D finite element mesh has $O(n)$ elements in each principle direction, the size of the dense mesh is $O(n^2)$. A corresponding graded mesh with similar static accuracy only has a size of $O(n^2)$ instead.

Implicit integration algorithm only allows us to simulate a mesh of a few elements in real-time. After diagonalizing the mass matrix, the explicit integration algorithm allows us to simulate a mesh of more than 600 elements in real-time. By applying a graded mesh, 600 elements gives the same accuracy of a uniform mesh of more than 1000 elements.

We would like to close this chapter by pointing out one problem with diagonalizing the mass matrix and the damping matrix. Most tissue models are visco-elastic. The visco-elasticity will be reflected in the damping matrix. Although diagonalizing the mass matrix is acceptable, diagonalizing the damping matrix may lose some important material properties. We will address this problem in next chapter.
Chapter 4

Modified Nested Dissection

The bottleneck of Newmark scheme is solving equation (3.8). It requires inverting a large sparse matrix \( M + \frac{1}{2} \Delta t_n D \). This matrix is not a constant matrix because the time step \( \Delta t_n \) may vary over time. Inverting a different large sparse matrix makes real time performance impossible.

To achieve real-time performance, Zhuang and Canny [46] approximated this matrix with its row-lumped diagonal matrix. This is equivalent to diagonalizing both the mass matrix \( M \) and the damping matrix \( D \). The diagonalization of \( M \) is acceptable because it still preserves the global inertia property of the object, although it does not preserve the local moment of inertia. The diagonalization of the damping matrix may lose important viscous elasticity property of the material. For simulations that require more physical realism, diagonalization of matrix \( D \) is not appropriate.

In this chapter, we propose a different treatment by preprocessing. The matrices
M and D are constants. The only variable is $\Delta t_n$. The time step $\Delta t_n$ depends on the stability requirement of the system and the collision handling requirement. Instead of approximating these two matrices as [46] does, we restrict the time step $\Delta t_n$ to a small set of values. Let $T$ be the largest time step allowed, we define the restricted set of allowed time steps as $\{T/2^i | i = 0, 1, \ldots, m\}$. We choose the value $m$ such that $T/2^m < T_{\text{min}}$, where $T_{\text{min}}$ is the minimum time step in the worst case.

By restricting time steps to such a small set of values, we only have $m+1$ possible matrices needed for the entire simulation. We can therefore pre-compute the $m+1$ inverse matrices before the simulation begins.

Instead of precomputing the inverse of matrix $(M + \frac{1}{2} \Delta t_n D)$, we precompute its LU-factorization. Given the LU-factorization, solving equation (3.8) only requires back-substitution. The time for back-substitution is determined by the number of nonzeros in the LU-factorization of $(M + \frac{1}{2} \Delta t_n D)$. In section 4.1, we discuss how to reduce number of nonzeros in the LU-factorization.

Part of material presented in this chapter has been published by Zhuang and Canny in [48].

4.1 Nested Dissection

A typical finite element simulation has to solve a large sparse linear system of large number of nonzero entries. For example, a $10 \times 10 \times 10$ linear hexahedral mesh for 3D linear elasticity gives a sparse matrix of $3993 \times 3993$ with 242435 non-zeros,
Figure 4.1: (a) The dissector in the regular nested dissection algorithm is a layer of nodes. (b) The simplified version of the modified nested dissection algorithm uses a layers of elements (shaded), cut by a plane (or a line in 2D), as the dissector.

which is about 1.5% of the size of a dense matrix with the same dimensions. To solve such a system efficiently, we have to avoid operating on zeros as much as we can. However how efficiently we can do so largely depends on the sparsity of the matrix: the position of the nonzero entries.

Given a finite element model of a physical problem, the values of non-zeros of $\left( M + \frac{1}{2} \Delta t_n D \right)$ are determined by the underlying model, while the positions of those non-zeros are determined by the indices of the variables. For convenience, let us denote matrix $\left( M + \frac{1}{2} \Delta t_n D \right)$ by $A$. The entry $(i, j)$ of $A$ is nonzero if and only if the variable $x_i$ and $x_j$ are related. Given such a sparse matrix $A = LU$, the LU-factorization takes $O(\sum_j d_j)$ space and $O(\sum_j d_j^2)$ time, where $d_j$ is the number of non-zeros in each column vector of $L$ [13]. If we assume that no exact numerical
Figure 4.2: (a) The block structure of sparse matrix $A$ after the first dissection. (b) The sparse matrix structure generated by regular nested dissection. (c) The sparse matrix using "Simple-Modified-Nested-Dissection".

cancellations can occur, $L$ will have non-zeros below the diagonal everywhere that $A$ does. We define fills to be the below-diagonal entries in which $L$ is nonzero and the corresponding entry of $A$ is zero.¹

Different ordering of the row and column vectors of the matrix $A$ has no effect on the underlying physical problem that we are solving. However it dramatically change the number of fills. In order to reduce the space and running time for LU-factorization and the time of the corresponding back-substitution, we would like to minimize the number of fills. Unfortunately finding the order that gives the smallest fills is an NP-complete problem [45].

For sparse matrix that arises from regular finite element mesh, George [11] proposed a heuristic called nested dissection for ordering the variables of the system such that it gives a small number of fills.

¹$A$ is symmetric.
Unfortunately an FEM mesh is often unstructured. In this section, we propose a modified nested dissection that works on any unstructured finite element mesh. Later we will compare the performance of our algorithm to Metis [19].

4.1.1 Modified Nested Dissection

For the simplicity of the presentation, let us consider a 2-dimensional finite element mesh, where each node has one degree of freedom.\(^2\) A mesh of \(n\) nodes leads to a sparse matrix \(A\) of size \(n \times n\). An entry \((i, j)\) is nonzero if and only if the node \(i\) and \(j\) are in the same element.

For the mesh generated on regular grid (Figure 4.1(a)), the regular nested dissection [11] algorithm recursively divide the unordered nodes into 3 groups: left, middle and right. The group middle is just a set of nodes that completely separate left and right. This algorithm orders the nodes such that its sparse matrix has fractal sparsity as shown in figure 4.2(b). After the first step of recursion, we immediately get 2 blocks of zeros as shown in figure 4.2(a), because left and right are not directly related.

Unfortunately the regular nested dissection algorithm requires a finite element mesh defined on regular grid. For an unstructured mesh, it would be difficult to find middle to dissect the mesh. In computer graphics, most meshes are unstructured. This motivated us to extend regular nested dissection to unstructured finite element meshes.

\(^2\)This can be easily generalized to multiple degrees of freedom and 3-dimensional meshes.
For simplicity of the presentation, we first introduce a simplified version of our modified nested dissection algorithm. Later we will discuss how to apply graph theory to improve it.

4.1.1.1 Simple Modified Nested Dissection

Instead of separating the set of unordered nodes using a layer of nodes, we “cut” the mesh by a axis-aligned plane. It is easy to compute the set of elements cut by this plane. We let \textit{middle} be the set of unordered nodes in the elements cut by this plane and continue recursively as the regular nested dissection.

This \textit{simple} modified nested dissection can be applied to any unstructured finite element meshes, including tetrahedral meshes. Figure 4.1(b) shows one step of such a dissection. It also leads to the block structure as shown in figure 4.2(a), except that the size of the \textit{M}-block is bigger. At the end, we still get an ordering that gives a sparse matrix with fractal sparsity (Figure 4.2(c)). Due to the larger size of matrix \textit{M}, the two “wings” \textit{(M - left} and \textit{M - right)} are wider at each level.

The pseudo code of the modified nested dissection is as following:

\textbf{Simple-Modified-Nested-Dissection}(\textit{E, top, perm})

\begin{verbatim}
if E.length = 0 then
    return.
else if E.length = 1 then
    for each node \textit{j} in E[0] do

end
\end{verbatim}
if \( perm[j] \neq -1 \) do

\( perm[j] = top \)

\( top -= \)

endif

else

Find-dissector(\( E \)).

middle = all the elements cut by the dissector.

left = elements to the “left” of the dissector.

right = elements to the “right” of the dissector.

\( \text{Modified-nested-dissection}(middle, top, perm) \).

\( \text{Modified-nested-dissection}(left, top, perm) \).

\( \text{Modified-nested-dissection}(right, top, perm) \).

endif

Before calling this function the first time, we initialize each entry of the permutation array \( perm \) to -1 (order unassigned), and we compute the centroid of each element. The function \( \text{Find-dissector} \) simply computes the 3 medians along \( x \), \( y \) and \( z \) direction and compare the number of elements cut by the axis-aligned planes thru the medians and return as the dissector the plane with the minimum cut.
Figure 4.3: (a) The connectivity graph corresponding to the elements intersected by the cutting plane. (b) The corresponding bipartite graph.

4.1.1.2 Improvement Using Graph Theory

We can actually improve the "Simple-Modified-Nested-Dissection" algorithm significantly by applying graph theory to "middle". Consider the corresponding connectivity graph of "middle" (Figure 4.3(a)). Recall that two nodes are connected if and only if they share the same element. A minimum vertex cover of this connectivity graph will be a separator, which is only about half the size of the separator in the "Simple-Modified-Nested-Dissection" algorithm.

In general, a vertex-cover problem is NP-complete [6]. Fortunately we can further convert the connectivity graph to a bipartite graph. The edges on the same side of the cutting plane are not significant because we only want to separate the "left" from the "right". Therefore, we only need to consider the edges crossing the cutting plane, which leads to the bipartite graph in figure 4.3(b).
Harary [16] shows that a vertex cover problem is equivalent to a maximum matching problem. Namely given the maximum matching of a graph, one can easily convert it to a minimum vertex cover in polynomial time. Cormen et al [6] shows how to find a maximum matching for a bipartite graph using Ford-Fulkerson method in time polynomial in \(|V|\) and \(|E|\), where \(|V|\) is the number of vertices in the bipartite graph and \(|E|\) is the number edges in the bipartite graph. Therefore we have a simple polynomial time algorithm to find a minimum vertex cover of the bipartite graph in figure 4.3(b). Such a minimum vertex cover is a small separator.

### 4.1.2 Running time

It takes \(O(n)\) time to find the median given a list of \(n\) numbers [6]. It also only takes \(O(n)\) time to find the elements intersected by the cutting plan. The time to separate the list is also \(O(n)\). The depth of the recursion is apparently \(O(\log n)\). Thus the total running time for the "Simple-Modified-Nested-Dissection" algorithm is \(O(n \log n)\).

Cormen et al [6] shows that it takes \(O(|V||E|)\) time to compute the maximum matching of a bipartite graph. Since \(|E|\) has size \(O(|V|)\) in our case, it takes \(O(n^2)\) to find the minimum separator at each recursion. Harary [16] shows that it takes \(O(|V|)\) time to compute the minimum vertex cover, given the maximum matching of a graph. Therefore the improved version of the modified nested dissection algorithm, using minimum vertex cover, takes \(O(n^2 \log n)\) time.
<table>
<thead>
<tr>
<th>Test</th>
<th>Size($n$)</th>
<th>$mnz$</th>
<th>random</th>
<th>minimum degree</th>
<th>simple modified nested-dissection</th>
<th>nested dissection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>192</td>
<td>6348</td>
<td>3636</td>
<td>1836</td>
<td>2034</td>
<td>1980</td>
</tr>
<tr>
<td>2</td>
<td>375</td>
<td>15285</td>
<td>25722</td>
<td>9342</td>
<td>10269</td>
<td>8586</td>
</tr>
<tr>
<td>3</td>
<td>648</td>
<td>30060</td>
<td>89199</td>
<td>31041</td>
<td>28872</td>
<td>26145</td>
</tr>
<tr>
<td>4</td>
<td>882</td>
<td>42384</td>
<td>196641</td>
<td>47286</td>
<td>50481</td>
<td>42462</td>
</tr>
<tr>
<td>5</td>
<td>1029</td>
<td>52131</td>
<td>254718</td>
<td>74880</td>
<td>73845</td>
<td>57537</td>
</tr>
<tr>
<td>6</td>
<td>1176</td>
<td>60360</td>
<td>332766</td>
<td>96381</td>
<td>88785</td>
<td>71685</td>
</tr>
<tr>
<td>7</td>
<td>1344</td>
<td>69888</td>
<td>487701</td>
<td>117900</td>
<td>112365</td>
<td>91971</td>
</tr>
<tr>
<td>8</td>
<td>1536</td>
<td>82956</td>
<td>657612</td>
<td>149652</td>
<td>153936</td>
<td>116514</td>
</tr>
<tr>
<td>9</td>
<td>1728</td>
<td>94266</td>
<td>813186</td>
<td>225801</td>
<td>182817</td>
<td>141741</td>
</tr>
<tr>
<td>10</td>
<td>1944</td>
<td>107118</td>
<td>1036521</td>
<td>261072</td>
<td>224280</td>
<td>175743</td>
</tr>
<tr>
<td>11</td>
<td>2187</td>
<td>123993</td>
<td>1361250</td>
<td>300312</td>
<td>286929</td>
<td>224973</td>
</tr>
<tr>
<td>12</td>
<td>2430</td>
<td>138870</td>
<td>1687527</td>
<td>347985</td>
<td>337383</td>
<td>264609</td>
</tr>
<tr>
<td>13</td>
<td>2700</td>
<td>155532</td>
<td>452574</td>
<td>410346</td>
<td>317898</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>3000</td>
<td>176700</td>
<td>550215</td>
<td>519804</td>
<td>385200</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3300</td>
<td>195630</td>
<td>644067</td>
<td>595296</td>
<td>442053</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3630</td>
<td>216588</td>
<td>787410</td>
<td>706131</td>
<td>514395</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>3993</td>
<td>242535</td>
<td>1100817</td>
<td>861705</td>
<td>610515</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>4356</td>
<td>266004</td>
<td>1262097</td>
<td>979875</td>
<td>684378</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Number of fills for different ordering.

4.1.3 Numerical Experiments

In order to measure the performance of the modified nested dissection algorithm, we compare its fills and LU-factorization time with that of regular nested dissection and that of minimum-degree algorithm [21, 12]. All the matrices are derived from a 3-dimension finite element mesh of linear hexahedral elements. The comparison of number of fills is listed in table 4.1 and that of the LU-factorization time is listed in table 4.2. In both tables, $n$ is the number of variables (the dimension of the matrix), and $mnz$ is the number of non-zeros in the original matrix. Recall that "fill" is the
<table>
<thead>
<tr>
<th>Test</th>
<th>Size(n)</th>
<th>nnz</th>
<th>LU factorization time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>random</td>
</tr>
<tr>
<td>1</td>
<td>192</td>
<td>6348</td>
<td>0.07</td>
</tr>
<tr>
<td>2</td>
<td>375</td>
<td>15285</td>
<td>0.55</td>
</tr>
<tr>
<td>3</td>
<td>648</td>
<td>30060</td>
<td>3.38</td>
</tr>
<tr>
<td>4</td>
<td>882</td>
<td>42384</td>
<td>10.66</td>
</tr>
<tr>
<td>5</td>
<td>1029</td>
<td>52131</td>
<td>15.31</td>
</tr>
<tr>
<td>6</td>
<td>1176</td>
<td>60360</td>
<td>22.75</td>
</tr>
<tr>
<td>7</td>
<td>1344</td>
<td>69888</td>
<td>40.08</td>
</tr>
<tr>
<td>8</td>
<td>1536</td>
<td>82956</td>
<td>61.19</td>
</tr>
<tr>
<td>9</td>
<td>1728</td>
<td>94266</td>
<td>86.39</td>
</tr>
<tr>
<td>10</td>
<td>1944</td>
<td>107118</td>
<td>123.27</td>
</tr>
<tr>
<td>11</td>
<td>2187</td>
<td>123993</td>
<td>192.59</td>
</tr>
<tr>
<td>12</td>
<td>2430</td>
<td>138870</td>
<td>274.96</td>
</tr>
<tr>
<td>13</td>
<td>2700</td>
<td>155532</td>
<td>21.49</td>
</tr>
<tr>
<td>14</td>
<td>3000</td>
<td>176700</td>
<td>28.49</td>
</tr>
<tr>
<td>15</td>
<td>3300</td>
<td>195630</td>
<td>35.26</td>
</tr>
<tr>
<td>16</td>
<td>3630</td>
<td>216588</td>
<td>46.60</td>
</tr>
<tr>
<td>17</td>
<td>3993</td>
<td>242535</td>
<td>87.84</td>
</tr>
<tr>
<td>18</td>
<td>4356</td>
<td>266004</td>
<td>94.44</td>
</tr>
</tbody>
</table>

Table 4.2: Time measured on HP9000/715.

The number of additional non-zeros in the LU-decomposition.

Minimum-degree ordering is an alternative ordering proposed to handle general matrix. It is an greedy algorithm that does the ordering directly on the connectivity graph defined by the matrix. Our numerical experiments show that even the simplified version of our modified nested dissection algorithm has an apparent advantage over the minimum-degree ordering, in both space and running time. Our ”Simple-Modified-Nested-Dissection” algorithm produces an order that has less fills, than the minimum-degree ordering, in 17 of 18 tests, while it has a better LU-factorization time.
in all 18 test. The modified nested dissection algorithm using vertex cover has performance almost the same as regular nested dissection applied on meshes defined over regular grid. For this reason the numbers for the minimum vertex cover algorithm are not listed in the table. The result is plotted in figure 4.4.

![Graph](image)

**Figure 4.4:** The result for minimum degree ordering is plotted in dashed line, Simple-Modified-Nested-Dissection in solid line, and the standard nested dissection in dash-dot line. (a) Number of fills. (b) Running time.

We have also run our 18 tests using Metis3.0.3, developed by Karypis and Kumar [19]. Metis3.0.3 first converts the finite element mesh to a graph and then performs graph partition to obtain the fill-reduction reordering of the variables in the mesh. In our comparisons, our modified nested dissection algorithms outperform Metis3.0.3 in all 18 tests. This shows that geometry of the mesh itself gives better heuristics than its connectivity graph.

While the modified nested dissection algorithm using vertex cover performs much
better in both time and space, the simplified version of the modified nested dissection algorithm requires significantly less time for LU-factorization while only having slightly less fills than the minimum-degree ordering. This shows that the modified nested dissection leads to better sparsity: non-zeros are more optimally positioned in the matrix.

4.2 Conclusion and Discussion

In chapter 2 and chapter 3, we presented the nonlinear FEM system to model and simulate global deformations. It is in general too computationally expensive to solve such a nonlinear FEM system in real time. In order to achieve real-time performance, without diagonalizing the mass and damping matrix as in chapter 3.1.1, we pre-compute the LU-factorization of a small number of large sparse matrices. Such preprocessing is possible because we restrict the time steps to a small set of values. Our experiments show that usually we only need no more than 3 different values for time steps.

To reduce the time and space for LU-factorization and the time of back-substitution, we apply nested dissection to reorder the vertices in the finite element mesh. Such a reordering does not change the physical model that we are simulating. But it dramatically reduces the number of nonzeros in the LU-factorization.

We modify the regular nested dissection algorithm so that it works on unstructured finite element mesh. The ordering produced by the modified nested dissection
algorithm using vertex cover has almost the same performance as regular nested dissection algorithm in both space and time. The "Simple-Modified-Nested-Dissection" ordering takes 30% to 50% more time for the LU-factorization than the regular nested dissection, however it is more general than the regular nested dissection: it is able to handle any unstructured finite element mesh. This performance gap has been closed when we improve the algorithm by applying vertex cover.

Our current implementation simply uses a cutting plane and separates the mesh using the vertex cover of the bipartite graph derived from the elements intersected by the cutting plane. There seem to be a better algorithm using a topological sweep [8]. A topological sweep may intersect a smaller set of elements of the mesh. This may lead to a modified nested dissection algorithm with better asymptotic bound.

Notice that the non-constant matrix \((M + \frac{1}{2} \Delta t_n D)\) only has one degree of freedom \(\Delta t_n\), while both \(M\) and \(D\) are constant matrices. This suggests that it is possible to efficiently compute an approximate inverse by interpolating for any \(\Delta t_{min} < \Delta t_n < \Delta t_{max}\), if we preprocess the exact inverse for \((M + \frac{1}{2} \Delta t_{min} D)\) and \((M + \frac{1}{2} \Delta t_{max} D)\). We are currently studying this approach and its error bound.
Chapter 5

Haptic Interaction with Global Deformations

Force feedback coupled with a real-time physically realistic graphic display provides a human operator with an artificial sense of presence in a virtual environment. Furthermore, it allows a human operator to interact with the virtual environment through "touch". In this chapter, we propose a haptic simulation system that allows a human operator to perform real-time interaction with soft 3D objects that go through large global deformations. We model and simulate such a global deformation using geometrically nonlinear finite element methods, as discussed in chapter 2 and chapter 3. We also introduce an efficient method that computes the force feedback, in real-time, by simulating the collision between the virtual "proxy" and the deformable object. To perceptually satisfy a human operator, haptics requires a much higher
update frequency (at least 1000Hz) than graphics. We update the graphics using full simulation and interpolate the fully simulated states at a higher frequency to render haptics. The interpolation is made possible by intentionally delaying the display (both graphics and haptics) by one full simulation cycle.

Part of the material in this chapter has been published by Zhuang and Canny in [47].

5.1 Introduction

The word *haptic* refers to something that is associated with the sense of touch. In a haptic simulation, to achieve a virtual sense of touch, the human operator interacts with an active mechanical device, called a *haptic display*. A haptic simulation system includes the following essential elements: a human operator, a haptic display, a graphic display and a virtual environment. The human operator makes physical contact with the haptic display. The coupling of real-time graphic and haptic displays provides the human operator an artificial sense of kinesthetic presence in a virtual environment. Furthermore, it allows a human operator to interact with the virtual environment through "touch".

A haptic display can take on many forms, most commonly a robotic manipulator with the ability to exert forces on a human. One of the most successful haptic displays is the Phantom. Other haptic displays include Salisbury Hand, mini-WAM, Shah finger, etc. [36].
Applications of haptic simulation include, but are not limited to, surgical training, physical rehabilitation, computer-aided design, and entertainment. A haptic simulation system can also enhance a human operator’s ability to perform certain tasks [9, 26].

![Image of a virtual hand interacting with a soft cantilever beam.](image)

Figure 5.1: A virtual hand interacting with a soft cantilever beam.

In this chapter, instead of addressing a specific application of haptic simulation, we address the bottleneck problem of real-time interaction with large global deformations of 3D soft objects, with physically realistic force feedback. By *global deformations*, we mean deformations, such as twisting and bending of an object, which involve the entire body, in contrast to poking and squeezing, which involves a relatively small region of the deformable object.

To simplify the control of the haptic device, we represent our haptic device by a virtual *proxy* (section 5.3). The force feedback exerted on the human operator by the haptic display is simulated by the collision between this virtual proxy and the deformable object (section 5.4.1). We model and simulate the global deformations
of 3D objects using a displacement based *nonlinear finite element method* (FEM) (chapter 2).

While real-time graphic display requires an update rate of only 30Hz, stable haptic display requires an update rate of at least 1000Hz. In this chapter, we propose a simple interpolation scheme (section 5.4.2) that can interpolate force feedback at the required high frequency, while the virtual environment is only simulated at a lower frequency.

## 5.2 Related Work

Our work involves both real-time realistic visual effects and haptic effects. Computer graphics and haptics share the same goal of evoking the sensation of objects by appropriate sensory stimulation. Graphic rendering techniques seek to provide the perception of an object’s color, geometry, surface texture, etc., by rendering an appropriate image. Haptic rendering techniques seek to provide the human operator with the appropriate force feedback to ”feel” the geometry, surface and material property of the object.

In the computer graphics domain, our work of modeling and simulating a deformable object falls into the realm of physically based modeling. The related works are discussed in chapter 1.1.

On haptic displays, Salisbury [36] reviews the history of haptic devices. Srinivasan and Salisbury [37] reviews the issues and challenges in haptic feedback. Mark *et al* [22]
describes solutions of adding force feedback for static models into computer graphics systems. Adachi et al [1] addresses the problem of haptic display of curved surfaces using an intermediate representation. Vehula and Baraff [41] discuss the integration of force feedback into their rigid body dynamics simulation system [2]. Minsky et al [23] addresses various haptic feedback techniques for surface textures. Ruspini et al [34, 35, 33, 31, 32] applies robotic motion planning techniques to haptic interactions in a virtual environment. Furthermore, they describe a new haptic rendering library HL, which enables graphics programmers to add haptics into a graphic virtual environment.

5.3 Haptic Model Overview

The haptic simulation includes a human operator, a haptic device (such as a PHANTOM manipulator, a CyberGrasp glove, etc.), a graphic display, and a virtual environment. The human operator makes physical contact with the haptic device through pushing, grasping or some other mechanism. The haptic device provides the operator with a kinesthetic sense of presence in the virtual environment through appropriate force feedback.

In this chapter, we describe a system that allows users to virtually interact with objects exhibiting large deformations. The real-time haptic feedback is coupled with a real-time graphic display.

To simplify the control of the haptic device, we simulate the force feedback using a
virtual proxy similar to that of Ruspini et al [35, 33], and the ”god object” of Zilles and Salisbury [51]. Our virtual proxy is different from that of Ruspini et al [35, 33] because our proxy’s motion is guided by the dynamic simulation. Namely upon collision, the motion of the proxy is guided by physics instead of a local minimization.

In chapter 2 we have described how we model dynamic global deformations, using geometrically nonlinear finite element methods. In chapter 3 we have discussed how to simulate such a dynamic global deformation in real-time. In particular, since real-time performance is crucial to force feedback, we choose to diagonalize the mass and damping matrix as in chapter 3.1.1. In section 5.4, we will describe how the simulation can be used to provide haptic feedback to the human operator through the haptic device. In section 5.4.2, we will describe how we display graphics and haptics at different frequencies.

## 5.4 Haptic Display

We provide force feedback by simulating the collision between the deformable object and the virtual proxy. To provide stable haptic feedback within limited computational power, we run full FEM simulation at a low frequency. The required high frequency haptic feedback is obtained by interpolating between the simulated states.
5.4.1 Collision with the Proxy

A virtual proxy is a rigid object with a piecewise differentiable surface. Usually a proxy has a very regular shape, such as a sphere or a cylinder. However in this section, we will discuss collisions using a proxy of general shape.

The popular penalty methods [39, 38, 40] model the collision by adding an artificial spring of large stiffness at the point of collision. This stiff spring requires tiny integration time steps to stably simulate a collision. Various experiments show that the ratio between a collision free integration time step and that of a penalty collision is on the order of hundreds if not more.

In chapter 3.2, we have developed a new collision-handling strategy that avoid adding extra artificial stiffness into the system. That strategy can be directly applied to simulating the collision between a rigid proxy and the finite mesh of a deformable body.

First we consider the special case: collision between a rigid proxy and a single node of the mesh (figure 5.2). Later in this section, we will show that it is straightforward to extend this method to handle general collisions between the virtual proxy and the deformable body.

Consider the collision between a moving deformable body and a moving rigid virtual proxy (figure 5.2). To simplify the discussion, we use the moving frame attached to the proxy instead of the fixed world frame. Namely all quantities are relative to the moving proxy. Assume that at time $t_n$, the node $p$ on the deformable object,
with \textit{relative} velocity $\hat{\mathbf{v}}(p)_n$, is colliding with the rigid surface of outward normal $\mathbf{\hat{n}}$. The non-penetration constraint requires that the normal component of the relative velocity of point $p$ drops to zero at the moment of collision in the moving frame. Unlike a rigid body collision, the flexible body will maintain contact with the rigid body for a nonzero period of time. We enforce the non-penetration constraint at node $p$ by setting the normal component of $\hat{\mathbf{v}}(p)_{n+1}$ to zero as following:

$$\hat{\mathbf{v}}(p)_{n+1} = \hat{\mathbf{v}}(p)_n - (\hat{\mathbf{v}}(p)_n \cdot \mathbf{\hat{n}}) \mathbf{\hat{n}}$$

(5.1)

If we choose $\Delta t_{n+1} = \Delta t_{n+2}$, by results derived in chapter 3.2, we have

$$\mathbf{\dot{u}}_{n+2}(p) \cdot \mathbf{\hat{n}} = \mathbf{\dot{u}}_n(p) \cdot \mathbf{\hat{n}}$$

(5.2)

This shows that the non-penetration constraint is enforced after two time steps,
because there is no relative motion of the deformable body normal to the surface of
the rigid proxy at node \( p \).

Note that the choice of \( \Delta t_{n+1} = \Delta t_{n+2} \) does not mean that the entire simulation
has to use a constant time step. Indeed the simulation can still use variable time
step. This constraint (choice) is only enforced at collision time.

Equality (3.14) gives the equivalent acceleration at point \( p \). Then we can use
equation (3.10) to compute the equivalent force exerted at point \( p \) of the deformable
object, which is a force normal to the collision surface. The reaction force exerted on
the virtual proxy has the same quantity as this force, but in the opposite direction.
This equivalent force also enables us to compute the Coulomb friction and simulate
a frictional collision, and provide friction feedback.

This collision integration scheme can be generalized to a general haptic interface.
A general haptic interface involves multiple virtual proxies (for instance, a virtual
hand), therefore multiple point contacts. Since the system is decoupled (chapter
3.1.1), such a collision is modeled as a set of simultaneous independent single point
collisions.

Our approach is different from that of Ruspini et al [35, 33]. Instead of explicitly
minimizing the distance between the current configuration and the goal configuration,
upon collision, we let physics naturally guide the motion of the virtual proxy. The
motion is more physically realistic, compared to that obtained by a purely geometric
minimization.
5.4.2 Haptic Interpolation

While the graphic display of the global deformations requires an update rate of only 30Hz, the stable and smooth haptic display requires an update rate of at least 1000Hz. It is impossible to simulate the global deformation at such a high frequency, with a desktop computer. Note that each graphic frame usually requires multiple integration steps, because the explicit integration scheme has to be smaller than the critical time step to be stable. Therefore although the graphic display is at 30Hz, our system actually simulates the global deformations and the collision between the proxy and the deformable object at a slightly higher frequency\(^1\). To display haptics at 1000Hz or higher, we will interpolate the haptics between two simulated states using the necessary high frequency.

Given the simulated states at time \(t_n\) and \(t_{n+1}\), it is straightforward to interpolate the haptics between them. Basically any interpolation scheme, such as a simple linear interpolation, will do. The problem is that at time \(t_n\), we do not have the information about \(t_{n+1}\).

Our proposed solution to this problem is that we simply delay the entire simulation display, both graphically and haptically, by one integration time step. This intentional time lag lasts a few milliseconds. For a virtual interaction with soft objects, such a small lag in time is within the tolerance of human perception. The advantage of such a time delay is that we have already simulated the state at time \(t_{n+1}\) when we display

\(^1\)Each explicit integration step is a full simulation step.
the graphics and haptics at time $t_n$, which makes the haptics interpolation from time $t_n$ to $t_{n+1}$ straightforward.

5.5 Conclusions and Discussions

In this chapter, we proposed a haptic simulation system that allows a human operator to interact with 3D global deformations in real time. Due to the distortion associated with linear strain, we simulate the global deformation using geometrically nonlinear finite element methods. The nonlinear FEM formulation is derived from the application of the nonlinear exact strain (Chapter 2).

It is in general too expensive to solve such a nonlinear FEM system in real time. In order to achieve real-time performance, we diagonalize the mass matrix approximately (Chapter 3.1.1). This diagonalization is equivalent to converting the distributed mass to a particle system of concentrated mass.

Since a stable haptic display requires force computation at a much higher frequency than that required by real-time graphics, we proposed a simple interpolation technique by intentionally delaying the display (both graphic and haptic) by one full simulation cycle. This takes advantage of the fact that human perception tolerates a small delay of a few milliseconds. Such a delay turns a complicated extrapolation into a simple interpolation.

We do recognize the possibility of extrapolating haptics without time delay, by estimating a constant local stiffness. However this extrapolation is more computation-
ally expensive than our proposed interpolation technique. The extra computational cost is due to the construction of the local stiffness matrix. Besides the computational cost, there will be either force discontinuity or displacement discontinuity between extrapolation steps.

Currently our system is able to produce real-time graphics and haptics for a mesh of several hundred vertices. We are experimenting with the relationship between the stiffness of soft objects and the maximum time delay that can be tolerated by human operators. Our experience suggests that the softer the object is, the longer delay the human operator can tolerate.
Chapter 6

Conclusion and Future Works

We presented a simulation system that simulates 3D global deformations in real-time. Due to the distortion associated with linear strain, we simulate the global deformation using geometrically nonlinear finite element methods (Chapter 2). The nonlinear FEM formulation is derived from the application of the nonlinear exact strains. To solve such a nonlinear system in real-time, we apply Newmark scheme and diagonalize the mass matrix to avoid matrix inversion (Chapter 3).

We implemented both statics and dynamics for elastic objects, using geometrically nonlinear FEM with both hexahedral and tetrahedral meshes. On a 400MHz Pentium II PC, a uniform mesh of 1331 elements needs about 0.11 seconds per time step. The graded mesh with the same accuracy needs only 0.06 seconds per step.

In some sense this approach combines the best of the linear FEM model and mass-spring model. A mass-spring model is inaccurate in its mathematical formulation,
however it is cheaper to solve because it is a diagonal system from the very beginning, and it does not introduce any geometric distortion. Linear FEM model is more accurate in its mathematical formulation of material behaviors, but expensive to solve and has distortion for large motions and deformations. A diagonalized geometrically nonlinear FEM approach models the material behavior with more accuracy than a linear model and it is still cheap to solve and has no distortion.

We also introduced an efficient collision constraint (chapter 3.2). This constraint enables us to simulate the collisions with little extra computation, compared to a collision free simulation step. Our experiments show that this collision constraint handles collision much more efficient than penalty method.

The geometrically nonlinear FEM model (Chapter 2) and collision-handling integration scheme (Chapter 3.2) apply to any types of meshes. Although we presented a graded mesh in terms of a hexahedral mesh (Chapter 3.3), the asymptotic argument applies to tetrahedral meshes as well. Indeed it becomes simpler with a tetrahedral mesh because the issue of geometric compatibility at the element interface does not arise.

The more subtle material properties, such as visco-elasticity, is usually reflected in the damping matrix and the computation of the internal forces. This makes the diagonalization inappropriate for some applications, where it is essential to keep the original damping matrix. However it is in general too expensive to solve the nonlinear FEM system without diagonalization. In chapter 4, we presented an alternative
approach to achieve real-time performance. We pre-compute the LU-factorization of a small number of large sparse matrices. Such preprocessing is possible because we restrict the time steps to a small set of values. Our experiments show that usually we only need no more than 3 different values for time steps.

To reduce the time and space for LU-factorization and the time of back-substitution, we apply nested dissection to reorder the vertices in the finite element mesh. Such a reordering does not change the physical model that we are simulating. But it dramatically reduces the number of nonzeros in the LU-factorization.

We modified the regular nested algorithm so that it works on un-structured finite element mesh. The modified nested dissection (using the minimum vertex cover) has a similar performance in terms of both time and space. However it is more general than the regular nested dissection: it is able to handle any unstructured finite element mesh.

Our current implementation simply uses a cutting plan and separate the mesh using the minimum vertex cover of the corresponding bipartite connectivity graph. Another alternative to a cutting plane is a topological sweep [8]. A topological sweep may intersect a smaller set of elements than a cutting plane, which will in turn lead to a smaller separator. We are currently studying this alternative algorithm.

In chapter 5, we have proposed a haptic simulation system that allows a human operator to interact with 3D global deformations in real time.

Since a stable haptic display requires force computation at a much higher fre-
quency than that required by real-time graphics, we proposed a simple interpolation technique by intentionally delaying the display (both graphic and haptic) by one full simulation cycle. This takes advantage of the fact that human perception tolerates a small delay of a few milliseconds. Such a delay turns a complicated extrapolation into a simple interpolation.

Currently our system is able to produce real-time graphics and haptics for a mesh of several hundred vertices. We are experimenting with the relationship between the stiffness of soft objects and the maximum time delay that can be tolerated by human operators. Our experience suggests that the softer the object is, the longer delay the human operator can tolerate.

Our current system only has geometric nonlinearity. In the future, in order to simulate more realistic material behaviors, we are going to extend out system to nonlinear material properties. However many of the techniques presented in this thesis still apply.
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In real-time: Obtain realistic solution; Manage a large variety of shapes for the body; Apply various boundary conditions. The Ephydryne Components compute the deformation of solids and so realise the specifications explained in the previous part. The Ephydryne package defines a set of interface and implements the necessary components to make all the necessary computing steps. State of the realization: Construction of the global matrix; Application of the boundary conditions; Inversion of the global matrix. Loading of the inversed global matrix. Matrix multiplication. Construction of the level. Loading of the level. Execution of the level - Step in real-time. The drawback of this method is that the boundary conditions are fixed and could not change.